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Introduction

* Spatio-temporal data stream clustering is a growing research field due
to the vast amount of continuous georeferenced data streams being
generated by loT devices.

* Very few attempts have been found in the literature for clustering
data streams using the Affinity Propagation (AP) algorithm proposed
by Dueck and Frey (2007).



Spatio-temporal Data Streaming
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Spatio-temporal data streams
are a continuous infinite
sequence of data points where
each data point contains sensor
measurements, their location
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and a timestamp.
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Optimizing data stream representation: An extensive survey on stream clustering algorithms

Different types of time
windows can be used to gather
spatio-temporal data streams
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People counting sensors
generate a large amount of
spatio-temporal data streams.
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Data Stream Clustering Methods

* Objects are grouped into
some number of partitions,
where each partition
represents a cluster.

* Streaming AP, K-means
Algorithm
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They create an empirical

model by fitting mathematical
models to data. X
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They are based on the -
connection between regions @
and density functions.
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Previous Data Stream AP Clustering Algorithms

~

e STRAP algorithm as an extended AP using sliding time windows
for clustering text data streams

/

e Affinity propagation with a decay density method using pyramid
time window model

e Evaluating: MNIST database contains images of handwritten

digits
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Research Objectives
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Develop a new
data stream Affinity
Propagation
clustering
algorithm (DSAP)
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Apply the landmark
time window model
to handle spatio-
temporal data
streams
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Apply DSAP to
discover indoor
mobility patterns
that can be used
to infer life style
behavior
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Evaluate the
performance of
DSAP using e-
counter data
streams




Data Stream Affinity Propagation(DSAP)

MAIN STEPS

** Determine the cluster centers

** Determine the optimal number of clusters for the data

¢ Algorithm stops when convergence is achieved.

Algorithm Breakdown: Affinity Propagation,

May 18, 2018 by Ritchie Vink
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Matrices computed in DSAP =

“*Similarity Matrix: Similarity between any instances a(ik)

“*Responsibility Matrix: How well-suited point k is to be an

exemplar for point | Datapit

“»Availability Matrix: Contains values that correspond to how "
available one object is to be an exemplar for another object exempiar

N

supporting

“*Criterion Matrix: Sum of the availability matrix and data point |

responsibility matrix, the highest criterion value is ¢ i

designated as the exemplar
O

Data point i



Hyper Parameters used in DSAP

“* Damping Factor: It is the extent to which the current data point is
maintained relative to incoming data points.

“» Preference: For each data point that is more likely to be chosen as an
exemplar

“» Max_iter: Maximum number of iterations.

“» Convergence iter: the number of iterations with no change in the number
of estimated clusters that stop the convergence.
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DSAP: Online and Offline Phases

¢ Online phase uses a time window model to capture the data streams and compute micro clusters

¢ Offline phase re-cluster the micro-clusters to generate the macro-clusters after the entire stream

data is processed

data stream

..>.é.>.

online

offline

AP ~

‘micro-clusters’

>

AP

‘macro-clusters’

Carnein, M., & Trautmann, H. (2019). Optimizing data stream representation: An extensive survey on stream clustering algorithms. Business &
Information Systems Engineering, 61(3), 277-297.
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Experiment




E-counters Location in the Tonsley Building

The sensors are placed at six locations: Level 2-1, Level 3-2 Center, Level 4-3 North and South, Level 5-4 North and South

GOODS STAIRS
LIFT @

STAIRS cﬁngs STAIRS e
OPENWHS;PACE “ VOoID T1-464 ADVANCED
CRVIRONMENT
Illl | T | b
/
i 3 . i . amn gy R
4 E \ B MULTIMODAL
= & .'M \
_ e a
SRR ER .
e B FEE dhkm cE
- BEEE HE
VoID a
VOoID OPEN WORKSPACE
Level 2-1 Stairs Level 4-3 North and South Stairs

13



E-counter Datasets
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¢ Pre-intervention = March 18-April 14, 2019
+¢ During-intervention = April 29- May 26, 2019
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DSAP Results:

Morning Hourly Micro-clusters Before Intervention
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DSAP Results:
Lunch-time Hourly Clusters Before Intervention
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DSAP Results:
Micro- and Macro Clusters During the Experiment
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* The results are generated from 7 a.m. until 7 p.m.
* The micro cluster centers are represented by the grey circles and the macro clusters are shown with red crosses
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DSAP Evaluation

15t week Before Intervention Month

Processing time(S) 17.01 16.3

AP and DSAP Memory Consumpfion

Memory (MB) 1482.65 156
—_—
| Dsap Number of clusters 6 5
2000 Silhouette Coefficient 7 .5
15t week Intervention Month
- I O
Processing time(S) 25 19
Memory (MB) 1975.7 201
Number of clusters 17 9
1000 Silhouette Coefficient .16 .5
1t week After Intervention Month
00 (AP |DSAP
Processing time(S) 25.54 15
— Memory (MB) 2129 167

Number of clusters 24 6
Silhouette Coefficient .23 .6

waeekl wesk2 weekd weekd weekS weekG weekT weskB weekD week10 weekll weski2

Silhouette Coefficient: Refers to a method of interpretation and
validation of consistency within clusters of data how well each
object has been classified. In other words, Means clusters are well
apart from each other and clearly distinguished
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Conclusions and Future Research Work

»We implemented a novel streaming AP algorithm (DSAP) using the landmark
time window model for analyzing e-counter data streams.

»The DSAP algorithm is a flexible and can be easily applied on continuous,
large spatio-temporal data streams for finding micro and macro-clusters.

»Small and medium volume of data streams are needed to maintain high
speed performance when computing the micro-clusters. Towards addressing
this issue, we will continue to explore other time window models
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Results: Data Distribution

All Levels : 18-Mar-2019 to 15-Apr-2019. Baseline
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Data Clustering

* Cluster analysis or clustering is the task of dividing
the population or data points into a number of
groups such that data points in the same groups are
more similar to other data points in the same group
than those in other groups.
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Time window Models

Damped window: assigns a weight according to the number of observations

* Sliding time window: there is a fixed size of the window. As time passes, the window with the size
w slides from the current time.

* Landmark time window: Clustering starts from a starting point called landmark to the current time

* Pyramidal time window: applies various granularity levels based on the novelty of data
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DSAP Results:
Early morning hourly micro-clusters before intervention

Estimated number of clusters: 2 Estimated number of clusters: 2
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Implementation of DSAP

Algorithm 1 DSAP Algorithm

Data: Data Points: I = (F,, Es, ..., I£,,) for computing micro clusters;
Require hyper_parameters: preference, damping, max_iter, convergence_iter
Initialize: Landmark time window (size 7 = 60 minutes)
Similarity Matrix: S V i, k: s(i, k) =0
Availability Matrix: A ¥V i, k: a(i, k) =0
Responsibility Matrix: R V 1, k: r(i, k) =0

Function Affinity_ Propagation (Data_points) :

SV i k:s(ik) = —||x; — xp||?
while r(i,k) and a(i,k) # convergence do
Updating R:
(i, k) + s(@,k)—k’&r_.ri}%;;k{ a(i, k') + s(i, k) }
Updating A:
(i, k) < min{0, r(k, k) + > max{0,r(i, k)}

i's.t.i'd {i,k}
non-diagonal A:

a(i, k) <> max(0,r(i’, k))
i £k

for 7am. < T, = 7p.m. do

Function Affinity_Propagation (E):
L Result: Set of cluster heads for computing macro clusters:

P = (P11P21“‘7Pn)

Function Affinity_Propagation (P):
Result: Macro Clusters:

C = (C,Cs,...,C,)
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