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Introduction 

Geosocial media platforms enable sharing of information on location-based events and 

spatial phenomena. In addition to the discourse on socially relevant topics, personal views 

and preferences are shared equally. Research and use of this data in the interest of society 

and the individuals requires a responsible, ethical approach (Zhang et al., 2022). 

According to Olteanu et al. (2019) an ethical approach means that individual autonomy 

is respected, that research should be beneficial and non-maleficence and should aim on 

the ideal of justice. 

Individual autonomy can be ensured by a declaration of informed consent. With active, 

purpose-oriented participation (e.g. citizen science projects, hash tag campaigns), this is 

easier to achieve, but more difficult if not impossible when evaluating millions of social 

media posts. Even if users make data publicly available (also referred to as the "public 

data" argument) and agree to the terms of service that the data will be used by third parties, 

Williams et al. (2017) calls for researchers to consider user expectations, the impact of 

context collapse and the functioning of algorithms with combining potentially sensitive 

personal data.   

Context collapse are described by Crawford and Finn (2015) on the example of tweeting 

information about location, food, water needs, personal well-being and health status of 

friends and family in a crisis situation, thereby opening the risk that this data could be 

used discriminatory in areas such as employment, property and health insurance. The 

perception of privacy cannot be clearly defined, but depends on the context and shifts 

with the circumstances under which personal information is made available (Nissenbaum, 

2010). Furthermore, an “aggregation effect” (Solove, 2012) relates to the combination of 

different data sources, which can lead to privacy relevant insights without the person’s 

knowledge. Crawford and Schultz (2014) provide an example on “predictive privacy 

harms” based on a New York Times article1. The article describes how customer data 

from a retail chain was analysed using data mining techniques, allowing to predict which 

female customers were pregnant, even if they had not announced this publicly. 

                                                 

1  Charles Dugigg, How Companies Learn Your Secrets (2012) 

https://www.nytimes.com/2012/02/19/magazine/shopping-habits.html 

https://www.nytimes.com/2012/02/19/magazine/shopping-habits.html


This shifts the focus towards the collection, use and application of data. According to 

Malhotra et al. (2004), “[t]he very act of data collection […] is the starting point of various 

information privacy concerns” (p. 338). An ethical research approach requires a balance 

between social and individual interests - the boundary of privacy is not rigid, but depends 

on the topic, place, time and user characteristics. Cartographers and geoscientists are 

responsible here 1.) to develop methods that protect the privacy of users 2.) but also allow 

flexibility of methods in order to shift application- and context-dependent boundaries. 

Importantly, even data that is used in ethically sound applications, making use of the data 

in the users´ personal interests, may be re-purposed, for example, to compromise user 

privacy. Our primary intent is to minimise these risks and maximise collective benefits, 

where the application of data is the shared interest of user and society. This is achieved 

at data collection time, by a new data store, limiting what data is collected and how it can 

be analysed. 

Method 

Protecting privacy of users with HyperLogLog 

HyperLogLog is an algorithm we use to break up geo-social media posts into quantitative, 

statistical information units, so called HLL sets. Spatial, temporal, thematic and social 

information units can be generated, for which the number of different users (user count) 

or contributions (post count) is statistically encoded (see Fig. 1). When using the HLL 

sets, it can be estimated with an accuracy of 2% how many users have shared information 

at a location or in a specific period of time, or how many posts have been published on a 

keyword or topic. 

This data transformation is irreversible, that is it is not possible to reconstruct individual 

elements from  HLL set. This prevents correlating information for tracking single people 

across contexts (Katsomallos et al. 2019), such as linking posts from a single user at 

different times, locations and topics. Instead, only estimates about the quantity (e.g. how 

many users) are available. Therefore, the use of HLL together with dissolving original 

content into its individual components already provides strong benefits to user privacy, 

when compared to the use of raw data.  

In addition to the quantitative analysis, HLL sets can be related using set operations 

(intersection and union) in order to implement more complex spatial, temporal and 

content-related analyses. HLL sets of the same or different types can be combined or 

compared, for example, by intersecting a spatial and thematic HLL set, it is possible to 

study how many users have shared information on a specific topic at a specific place. The 

ability to compare and intersect different sets has a natural tendency to produce greater 

errors for more fine-grained queries, up to producing random results for single-user 

queries. In this respect, HyperLogLog is suitable for the processing of personal data.  



 

Figure 1: Social media posts can be broken down into different spatial, temporal, thematic 

or social HLL sets, for which the number of different users or number of posts is 

statistically encoded. 

From a data processing point of view, the generated HLL sets are heavily compressed, so 

that much less storage space is required compared to the original data, e.g. 1.5 KByte for 

a set of 1 billion elements. Furthermore, very high-performance queries over extensive 

data sets are possible. The granularity of the information units and the partitions can be 

flexibly defined, both in terms of space and time as well as in terms of thematic breadth 

and depth. There are a number of parameter settings that can be adjusted during the 

creation of HLL sets, to allow fine-tuning what can be done and to which degree (see 

Dunkel et al. 2021). 

Flexibility of the HLL methods in order to consider context 

Notwithstanding these baseline benefits to privacy, there are edge cases that require 

special handling. For instance, even the existence of a single specific term, a specific time, 

or location (etc.), may provide hints that can be repurposed or combined with other (e.g. 

external) information to compromise user privacy in certain situations. Following the 

principle that different data must be treated differently (Almås et al. 2018), we seek to 

contribute to a systematic approach to fine-tuning privacy preservation and analytical 

flexibility. 

There are two main approaches to adjust privacy–utility tradeoffs with HLL. First - stop 

and allow lists can be used during the generation of the HLL set to enable context-

dependent data protection through filtering. Second - threshold values can be defined 

flexible to influence granularity of HLL sets and based on that, the degree of anonymity. 

Table 1 lists example contexts for each context in the framework, where accuracy (utility) 

may be traded in favour of a higher degree of privacy, similar to the broader data 

sensitivity spectrum proposed by Rumbold & Pierscionek 2018. 

 

Type of context Example of sensitive context 

factor 

Reference 

Spatial context home location Georgiadou et. al. (2019) 

Kim et al. (2021) 

 hospitals Ağır et al. (2016), Kim & 

Kwan (2021) 



 related to specific events 

(concert grounds, party 

locations) 

Such et al. (2017) 

Temporal context night times Nikas et al. (2018) 

 past and archived content, time 

collapse 

Brandtzaeg & Lüders 

(2018) 

 during specific events (e.g. 

new year, Thanksgiving, 4th 

July) 

Such et al. (2017) 

Thematic context activists, protesters, dissidents Uldam (2018) 

 health issues (e. g. related to 

diabetes or corona) 

 

Markovic et al. (2021) 

Social context children Steinberg (2017);  

Marwick & boyd (2014) 

 LGBTQ+2 Birnholtz (2020) 

 personal, social relationships Houghton & Joinson (2010) 

 minorities (race and religion) Mashhadi et al. (2021) 

Table 1: Example of sensitive context factors for which no data analysis might be carried 

out. 

Whether stop lists or allow lists are preferable depends on the context of application. 

Allow lists are more restrictive and require less effort from the analysts, by automatically 

excluding all terms, times, or locations (etc.) that are not explicitly considered 

beforehand. For the spatial context, for instance, unless worldwide data is required, allow 

lists are frequently used, to limit data collection to a specific area, region or place (etc.). 

Conversely, stop lists can be added selectively on top, to exclude places that are known 

to be related to vulnerable groups or sensitive contexts (e.g. hospitals, party locations). In 

a similar way, filter lists for specific terms, hashtags or emoji can be defined for the 

thematic context.  

 

Figure 2: A thematically sensitive emoji on drug use at selected locations 

                                                 

2  lesbian, gay, bisexual, transgender, queer, and others) 



For thematic contexts, the openness of possible references complicates defining holistic 

stop lists ahead of time. As an example, Figure 2 shows a map generated from terms, 

hashtags and emoji used on Geosocial Media (Twitter, Flickr, Instagram) at a public 

vantage point and park. The syringe emoji (💉) could indicate drug use, which may lead 

to further on-site investigation by (e.g.) authorities, with potential unexpected 

consequences from the users perspective. Obviously, this is an edge case for social-

individual privacy because both positive (society) and negative (user) consequences are 

imaginable. One solution would be to assign the specific emoji to a thematic broader 

emoji class, e.g. the umbrella group of “medical emoji”3. As another solution, the 💉 
emoji could be classified ahead of time, for increased sensitivity, leading to (e.g.) a greater 

spatial granularity reduction on data ingestion, or exclusion, preventing having to deal 

with this ambiguous ethical edge case in advance. 

 

Lastly, as the second approach to enable systematic user privacy with HLL, threshold 

values may be defined, similar to what is known from other disciplines, such as the 

HIPAA Privacy Rules for health data publications (Malin et al. 2011) or census statistics 

(Szibalski, 2007, p. 142). Allshouse et al. (2010), for instance, use geomasking in 

combination with k-anonymity, to define a lower threshold of k=5 (people), which is a 

rule of thumb size in geoprivacy (Kamp et al. 2013). Comparable best-practice threshold 

values could be defined for HLL sets of different sizes (e.g. suggestions by Desfontaines 

et al. 2019), with smaller sets indicating lessor privacy protection due to a scarce context 

collapse. In the spatial context this could be implemented by using quadtrees, for 

example, to split and aggregated social data into sub-sections (quads), based on pre-

defined thresholds, where the resolution is automatically decreased for areas of lessor 

data density. 

Discussion and Conclusion 

HLL features several characteristics that make it particularly suited as an intermediate, 

privacy-aware component for location aware applications, such as VGI and geosocial 

data, at data collection time. By allowing to split data into comparable subsets of spatial, 

temporal, thematic and social units, HLL supports the privacy principle of treating 

different data differently. However, since the HLL algorithm only allows cardinality 

estimation, its application to the spatial domain requires consideration of addition 

components, methods and risk mitigation strategies. A range of needs to gradually tune 

privacy–utility trade-offs at various stages of data processing have been discussed in this 

paper.  

Stop and allow lists are proposed to accommodate different types of context flexible. In 

particular sensitive topics can be excluded, specific user groups can be protected and 

sensitive locations and periods of time can be treated with appropriate caution. 

Furthermore, threshold values can be defined related to the minimal number of elements, 

which should be contained within a HLL set. If threshold values are not reached, HLL 

units will need to be aggregated or generalised further. For spatial units the quadtree level, 

for instance, could be lowered, and for thematic units a broader thematic group could be 

selected. Such thematic groups can be derived from thematic classifications or semantic 

                                                 

3  Unicode Consortium, unicode.org/emoji/charts-13.0/full-emoji-list.html#medical 



hierarchies. As it cannot always be defined rigid ahead of time, the HLL algorithm also 

allows posterior increase of privacy protection for already collected data in databases (a 

union operation; in the context of databases known as roll-ups). 

Balancing social-individual and privacy-utility trade-offs requires a discourse on what is 

deemed acceptable. Possible discrimination as a result of privacy protection must also be 

taken into account. If information about groups worthy of protection is excluded, this 

must be compensated, for instance by consideration of different methods of data 

collection, in order to avoid disadvantages or non-consideration in analysis and decisions 

as far as possible. 
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