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ABSTRACT

When decision-making groups work together to solve location-selection
problems they often experience difficulty in understanding the elements of
alternative solutions to problems that are held in common by different
stakeholders. Because location selection problems are often addressed using
decision support tools that represent the supply of services, and demand for it, on
a street network, we have developed an approach, called network map algebra,
that can operate on collections of alternatives in order to synthesize, summarize
and differentiate between entire solutions or parts of them. This network map
algebra uses abstracted representations of solutions in the form of vectors and
matrices and requires a set of transformations between these abstracted structures
and the conventional structures used by vector-based GIS software.

INTRODUCTION

Groups of decision-makers often meet to address complex, ill-structured
problems. Although individuals working in isolation normally lack the breadth
of experience required to solve such problems, when they work as a group they
can pool their expert knowledge, explore their unique perspectives and
viewpoints on a problem, and work to resolve the conflicts that result from their
differing backgrounds, experiences and opinions. Since complex problems of the
type that are routinely encountered in the formulation of public policy often have
important spatial components, several issues must be resolved before groups can
most effectively use existing geographic information handling and analysis tools
to support their decision-making efforts. One important problem is that current
software systems do not provide the kinds of geographic tools that are required to
support group interaction, visualization and consensus-building activities. The
purpose of this paper is to develop the structures and operations needed to
generate maps that synthesize the results of a set of location selection scenarios
created by either an individual, or two or more group members. Because
location-selection algorithms often use networks to provide the spatial structure
of movement between supply and demand locations, we place a particular
emphasis on the development of a conceptual framework for a network map
algebra (NMA) which facilitates the production of maps that are designed to
assist group decision-making.



BACKGROUND AND DERIVATION

Within the current GIS paradigm, thematic maps are created by
assigning symbols to geometric objects that reflect their attributes; for example, a
polygon such as a census tract might be shaded to depict average income or a city
might be symbolized with a circle proportional to its population. These methods
rely on a set of visual variables that are used to guide the choice of appropriate
symbols (MacEachren, 1995) and are now well established in GIS and desktop
mapping software. In contrast, many methods of locational analysis operate on
the attributes of objects and an abstracted form of their topological relations
(Densham and Armstrong, 1993). Figure 1 illustrates a multi-step
transformation, performed routinely by GIS software, that converts a simple map
into a tabular representation that can be used to support analytical NMA
operations. In the first step the map is recast into a discrete set of topological
nodes. These nodes are uniquely identified and a simple table (ID and locational
coordinates) is derived from this representation.

To generate map solutions to locational analyses, topological relations
in the form of a list of allocations of demand locations to facilities, and attributes
in the form of a tabular structure that specifies the volume of demand that each
facility serves, are created during analysis and must be reconciled with the
geometrical representations of objects in a geographical database (demand
locations, facilities, and the underlying transportation network). This process of
reconciliation can be accomplished through a series of transformations between
maps, abstract data structures, operations on these structures and transformations
back to mapped representations. In this section we describe this transformational
view (see also Tobler, 1979; Clarke, 1995).

Networks are constructed from nodes, points, links and chains. These
constitute a set of cartographic primitives that can be analyzed independently or
assembled into higher-level structures based on results from analytical
operations. For example, a shortest path is computed through a network based on
topological connections and distances along chains between nodes. The shortest
path between two nodes that lie on different sides of a city, therefore, is a kind of
compound object that is built from chains, nodes and their respective topological
connections. Likewise, a scenario result from a locational model is reported as a
tabular set of allocations of demand locations to one or more supply sites. Thus,
for any given supply site the links between it and demand locations, when related
to geometrical representations stored in a geographic database (e.g. TIGER files)
constitute a compound object that describes the particular geographical
characteristics of one possible solution to a location-selection problem.
Typically, tabular structures that result from analyses are linked to geometrical
representations to facilitate the creation of geographical visualizations (GVIS:
MacEachren, 1995) that support locational decision-making (Armstrong et al.,
1992).
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Figure 1. Map abstraction to topological nodes.

A network map algebra must be designed to operate on the structures,
vectors and matrices that are derived from the topological relations produced by
locational models. In a solution to a locational problem, for example, each
supply location (facility) is topologically linked to a set of demand locations.
Figure 2 illustrates the process through which data are used to create a simple
GVIS or to provide input to locational modeling software, such as LADSS
(Densham, 1992). The results of such models are often produced in tabular form
and specify the assignment of demand to supply locations while satisfying some
user-specified optimization criteria such as minimization of average distance
between demand and supply locations. This tabular representation is then used
with appropriate geographical information to produce maps that show, for
example, the relationship between supply and demand locations.

In Figure 3 a tabular structure that specifies the identity of a set of nodes
can be used to generate a crude map as well as raw data that is input to a location
model. The model then computes a set of allocations, based on user-specified
criteria, of demand to supply locations has been written in tabular form.
However, an additional transformation, also shown in Figure 3, and one that is of
particular interest in a NMA context, is a simple binary representation of these
relationships between supply and demand locations.
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Several types of these transformed representations of solutions are used
in NMA operations. Figure 4 shows the derivation of supply vectors for a set of
three solutions. In this case each node that is specified as a supply site in a
solution is denoted with a “1”. Blanks are treated as zeros. More complex
structures also can be derived to distill relationships between demand and supply
locations. In Figure 5 links between supply and demand locations for the same
three solutions are represented as binary allocation of demand matrices (in this



case a “1” represents the allocation of a demand location to a facility). In this
way, several characteristics of each solution can be reduced to a matrix form that
is then subjected to further analysis using NMA operations. Other types of
analytical structures also can be generated (e.g. demand vectors, network shortest
paths and second-order neighbors) with the resulting transformations used with
NMA operations to move between alternative representations of a problem and
its solutions as required by users as they either visualize or analyze their data.

ID X Y

1

2

3

4 - - ~
5 Locational

6 Model

Node Alocatedto Nade

oownH wn =
od AP

—] =] = == e

'
a

.

<)
ajulw]w] v-

Figure 3. Transformational view of the location-selection process. Solid arrows
indicate allocation of demand to a supply location.
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ILLUSTRATION

In this paper the primary focus is placed on nodal NMA operations.
These are in many ways analogous to Tomlin’s focal operations as described in
several specifications of map algebra and cartographic modeling that have been



developed for polygon and grid data (see for example, Burrough, 1986; Tomlin,
1990; 1991). In particular we describe how the network map algebra is used to
generate two types of maps (facility frequency and allocation consistency) that
are designed explicitly to support group decision-making. For example, maps
that synthesize the characteristics of a collection of scenarios can be created by
applying operations such as “add solution_5 to solution_7 to produce sum_9”.
The resulting maps enable decision-makers to identify, for example, locations
that occur frequently, and are thus robust with respect to a range of objective and
subjective criteria, and to highlight those areas over which there is disagreement.
This enables group members to work towards the resolution of conflicts and
supports the process of consensus building.

Facility Frequency Maps

Facility frequency maps depict those nodes that are selected as facility
locations in two or more solutions. In the two-scenario case, a pair of supply
vectors is summed, using a local operation on each node, to yield a third vector
from which a map is produced. Figure 6 shows how several alternatives, which
might be generated by a single user or by different stakeholders in a multiple-
participant public policy problem, could be subjected to network map algebra
analysis to determine those places in which agreement occurs among the
participants about the location of a facility. This summation of supply vectors,
yields information about the common elements that exist across the set of
solutions and can be linked to a geometrical representation to produce a facility
frequency map that is used to support discussion about the solutions generated.
Note also that the link between the NMA-generated structures and the data from
which they are derived enables the creation of other map types that depict, for
example, the volume of demand served at each facility.

Allocation Consistency Maps

Allocation consistency maps depict how often a demand location is
allocated to the same facility across a range of scenarios or, conversely, how
stable a facility’s service area is under a range of allocation criteria. Focal
operations are also used to produce these maps. Clearly, in many cases the
results will be somewhat chaotic with mapped allocations visually crossing each
ether, thus leading to considerable confusion in any map created directly from the
raw allocations. However if a measure of saliency is used, the resulting maps
will be far more simplified. As shown in Figure 7 a simple threshold operation
on the resulting summed allocation of demand matrix reduces the number of
allocations that are symbolized, thus leading to a less cluttered appearance.
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Nodal NMA operations can also be used to produce link-based maps. A
network spider map, for instance, depicts maps through a network that link each
demand location with its allocated supply location. To build such maps, a
matrix-based shortest path algorithm (Arlinghaus et al., 1990) is supplied with
origins from the solution’s binary supply vector and the requisite destinations
from the column in the allocation of demand matrix. When the algorithm
identifies the shortest path between facilities and demand locations the relevant
links in the network are output and can then be symbolized.
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CONCLUDING DISCUSSION

We have described the rudiments of a network map algebra that
supports the process of synthesizing solutions to network-based location-
selection problems. This algebra relies on the transformation of scenarios into a
set of matrix representations that are then manipulated by operators. These
abstracted realizations of solutions to location-selection problems can be passed
among users as tokens that are used to generate maps. The entire detailed
network (e.g. TIGER file) need not be passed each time a solution is developed.
Rather, the network representation is static and the structures are used to
symbolize results, thus resulting in a substantial reduction in network traffic.
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Abstract

The tool we use influences the product. This paper demonstrates that higher order
functions are a necessary tool for research in the GIS area, because higher order
functions permit to separate the treatment of attribute data from the organisation of
processing in data structures. Higher order functions are functions which have
functions as arguments. A function to traverse a data structure can thus have as an
argument a function to perform specific operations with the attribute data stored.
This is crucial in the GIS arena, where complex spatial data structures are necessary.
Higher order functions were tacitly assumed for Tomlin’s Map Algebra.

The lack of higher order functions in the design stage of GIS and in the
implementation is currently most felt for visualization, where the problems of the
interaction between the generic computer graphics solutions and the particulars of
the application area preclude advanced solutions, which combine the best results
from both worlds. Similar problems are to be expected with the use of OpenGIS
standardized functionality.

This paper demonstrates the concept of higher order functions in a modern
functional programming language with a class based (object-oriented) type concept.
It shows how the processing of data elements is completely separated from the
processing of the data structure. Code for different implementations of data
structures can be freely combined with code for different types of representation of
spatial properties in cells. The code fragments in the paper are executable code in the
Gofer/Haskell functional programming language.

1 Introduction

The tool used influences the product. This is true for industrial production as well as
for research. Nevertheless, there is little discussion in the research community about
the tools they use - e.g., formalization methods - and how they influence the research
directions. Most research in Spatial Information Theory (Frank and Campari 1993)

11



is carried out using first order languages. I feel that this restriction is an unnecessary
limitation, which makes researchers focus on static relations and precludes adequate
treatment of processes. Higher order functions can take this hurdle, but are generally
useful to help with the design of GIS architecture. This paper introduces the concept
of higher order functions and demonstrates their use for the separation of treatment
of data structure and object data. Other beneficial uses of higher order functions are
left to be treated in other papers.

Higher order functions are functions which have other functions as arguments.
Many programming languages (e.g., Pascal, C, C++) allow such constructions, but
generally they are added ad hoc and not fully integrated. Higher order functions are
well understood mathematically and functional programming languages cleanly
implement these concepts.

Research in GIS has been hindered by a mixture of discussion levels:
application specific issues, problems of efficient implementation and topics from
spatial theory are all treated at once. The connection between these topics is clearly
necessary to avoid developing theories for which there is no use in the real world, or
the development of tricky solutions without the benefit of a theoretical
understanding. But the resulting breadth of the arguments makes it often difficult to
detect the essential features.

The formalization in GIS is most often carried out only at the implementation
stage. The programmer must resolve all details, from application details to
fundamental issues in mathematics. Different concerns are unseparably intertwined:
GIS code is complex to understand, loaded with detail, and seldom useful to gain
insight. If any formalization is attempted, GIS research has used most often first
order languages for formalization (Egenhofer and Herring 1991; Frank 1996a; Pigot
1992; Worboys 1992). It is tacitly assumed that the described functions are
integrated in a program system, but the overall architecture of this system cannot be
described in a first order language.

Higher order functions are a powerful conceptual tool to separate concerns at
different levels, for example data structure and processing of data elements
embedded in the data structure. This is crucial for GIS, which are large data
collections and require specific, highly optimized and, in consequence, complex data
structures (Samet 1989a; Samet 1989b). The design of the operations treating the
attributes of the features and the design of the processing of the data structure must
be separated and solutions freely combined. For computer cartography, higher order
functions open a door for the separation of the different concerns in the map

rendering process: graphical issues, management of screen real estate, geometric
map projection etc.

This suggests that higher order functions are a necessary tool for systematic
research in geographic information systems and their theory. Tomlin in his Map

12



Algebra (Tomlin 1983a; Tomlin 1983b; Tomlin 1989) has tacitly used higher order
functions and one can attribute some of the success of this concept to the clarity of
the resulting framework. Map Algebra cannot be formalized without higher order
functions (or some rectification of it). Higher order functions are important also to
design visualization systems for cartography, where computer graphics tools and
cartography demands must be linked. They will be important to combine the generic
GIS operations in the forthcoming Open GIS modules.

This paper demonstrates the concept of higher order functions in a modern
functional programming language. As an example for demonstration, the separation
of operations on pixels and the traversal of the data structure (e.g., quadtree) are
explained. It shows how the processing of data elements is completely separated
from the processing of the data structure. Code for different implementations of
quadtree structures can be freely combined with code for different types of
representation of spatial properties in cells. Fragments of actual executable code are
given in the Gofer/Haskell language(Hudak et al. 1992; Jones 1991). This is a
modern functional programming language, which is class based to provide an object-
oriented type concept.

The paper is structured as follows: the next section introduces the concept of
higher order functions. Section 3 introduces functional programming languages and
gives some examples for higher order functions. The next section introduces the
fundamental operations map and fo1d, which apply a function to a data structure.
Section 5 applies this to operations from the Map Algebra and Section 6 sketches an
application to GIS query language and visualization, followed by conclusions.

2 Higher Order Functions

Higher order functions are functions which take functions as arguments. Higher
order functions are the discriminating property of higher order languages, which

means that first order languages do not permit to pass functions as arguments into
functions.

As a metaphor, higher order functions can be seen as mechanical power tools,
into which different drills or blades can be inserted to perform different operations.
A simple example: a traversal operation is accessing every element of a list and
applies an operation which is passed as an argument to every list. This operation can
be used to double the value of every element in the list (when a function which
multiplies by 2 is passed), can set all values to O (when the function returns always
the value 0), reduce the values by 1, etc. This is similar to the instruction in everyday
life to clean dishes (‘take each dish in sequence and wash and dry it’). It is also the
operation to draw a map: “Take these (selected) objects and draw each of them
according to the scale and legend”.
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A formal language is called first order, if the symbols can range only over
individuals (this precludes quantification over functions and functions which have
functions as arguments). It is called second (or higher) order if symbols can range
over relations and functions. The ordinary (first) order predicate calculus is a first
order language; relational database and Prolog are using first order languages as
bases.

The concept of higher order functions is so powerful that even standard
programming languages (like C (Stroustrup 1986 p.127), C++ (Ellis and Stroustrup
1990) or Pascal (Jensen and Wirth 1975)) contain it. There are constructs provided
which allow to pass a function (or procedure) into another procedure or function as
an argument, but the integration of this element of higher order logic with the
remainder of the programming language is typically restricted. In Pascal (Jensen and
Wirth 1975), the use of this tool is limited: 1) functions cannot be assigned to
variables, 2) passing functions circumvents some type checking and is therefore
insecure. In C++ a special ‘iterator’ concept is provided (but tricky to use) to save
the programmer the difficulties with passing functions as parameters. The
programming languages used for implementation are based on variables and
statements and functions remain second class citizens.

3 Functional Programming Languages

The function is the fundamental building block of a Functional Programming
Language: everything is a function; functions with arguments, functions without
arguments (which are constants) and functions which produce functions as resulit.
Functional programming languages are as old as Fortran. The functional languages,
which are strictly typed, use a type system in which functions have proper type and
type checking includes the passing of functions as arguments (Milner 1978).
Examples of functions are the function add (+), which has two arguments and as a
result computes the sum of the two arguments. Its type is written as (+) : : Int ->
Int -> Int. A function can also be user defined, e.g., a function £ (x) which

computes 3x + 2 and has type £:: Int -> Int. The constant 7t is a function with
type pi::Float.

To introduce the concept of a higher order function, a function which applies a
given other function twice is used. It is demonstrated with the functions to increment

inc. The code is written in the language Gofer (Jones 1991), which is related to
Haskell (Hudak et al. 1992)"

twice :: (Int -> Int) -> Int -> Int
twice x a = x (x (a))

inc :: Int -> Int

inc x = x + 1

twice inc 4 --->> 6

'Functional programming languages write functions and their arguments without parentheses: £ x.
Parentheses are only used for grouping expressions and do not indicate function application as in C++.
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The fundamental operation is the evaluation of an expression, composed of some
functions. An if-then-else expression and recursion are the fundamental control
structures. Recursive data structures like sequence or tree fit best. The power of
functional programming language is often attributed to built-in operations to treat
lists; dynamic arrays were predefined with a very powerful set of operations in APL.
As an example, a list and a tree are defined recursively (these data types are typically
predefined). Code to sum the elements in the list and to count the leaves of a tree are
given

data List a = Empty | Element a (List a)

data Tree b = Leaf b | Branch (Tree b) (Tree b)
sumList (Empty)= 0

sumList (Element x xs) = x + (sumList xs)
countTree (Leaf b) =1
countTree (Branch a b) = (countTree a) + ({(countTree b)

4 Higher Order Functions to Map Operations to Data Structures

Complex objects are described by a collection of values, collected in a data
structure. Much of the GIS literature is concerned with data structures for geographic
data and the efficiency of particular operations on these data structures. The
introductory examples here are a polygon as a list of coordinate pairs and a tree with
the names and populations of towns in a county.

Operations on a data structure consist typically of code to traverse the data
structure, i.e. code which decides which data element is considered next, and code
which deals with a single data item. There are two variants, which are often used :

e map: e.g., each coordinate pair of a list is to be scaled.

e fold: e.g., the total population of all the towns in the tree of towns is
summed.

Both these operations could be written easily in Pascal as loops over an array,
but for realistic applications, more complex data structure will require more code.
This code is essentially the same for any operation of this kind for a given data
structure. Many lines of Pascal or C++ programs are filled with code controlling the
traversal of data structures.

Higher order functions permit to separate the coding of the traversal of the data
structure from the operation on the data element. In a functional programming
language, the code for these two operations is:

scaledCoordlList coordList scale = map (scaleTransformation scale)
coordlList where

scaleTransformation scale (Coord x y) = Coord (scale * x)
(scale * y)
totalPop statePop = fold ((+).pop) 0.0 statePop

Here, the coordrist contains the coordinate pairs to scale,
scaleTransformation is the operation to change the scale; statePop contains the
state population by county, pop gets the population figure from the record for a
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county. The population values are then summed up (starting the count with 0). The
two higher order functions map and fo1ld are defined in the next subsections.

4.1 Map Function

An operation ¢ is applied to each element in a structure and yields a new data value.
The result is a data structure of the same characteristics, but with different values
possibly of different type. Examples: a list of reals can be rounded into a list of
integers, coordinates in a list can be scaled (as above), or the record structure
changed, e.g., to replace records with county name, population and area with
records, which contain county name and population density.

The higher order function map applies function with signature phi::(a->b) to a
data structure £ with elements of type a. The result is a data structure £ with elements
of type b’

map :: (a ->b) ->fa->fb

In many cases @ is a function which returns the same type as its input (phi::
a->a) and the result of mapping a on the data structure £ a is again a data structure
with type £ a. This is, for example, the case, if coordinate pairs are scaled and the
result is again a coordinate pair.

The map function defined above must be specialized for the data structure used.
Assuming the definition for list and tree given above, mapping an operation phi to
the list is simply applying it recursively to each element, mapping the operation phi
on a tree is applying it to each leaf:

map phi (Empty) = Empty

map phi (Element x xs) = Element (phi x) (map phi xs)
map phi (Leaf b) = Leaf (phi b)

map phi (Branch x y) = Branch (map phi x) (map phi y)

With these definitions the code for scaling a list of coordinate pairs given above
works. It can be used to update the population count of a list of cities with an
operation updatepop, which is then mapped to the list of Cities®:

updatePop (City name area pop) = City name area (pop*1l.1)
updatePop listOfCities = map updatePop listOfCities

4.2 Fold Function

To compute the total population of a county the population of its cities must be
added. The input is a data structure, not a data structure as for map above. This

2 In order to use higher order functions effectively, the type system must allow parametrized types, i.e.
lists of integers, lists of reals etc. In the example f a means a data structure of f with elements of type a.
? updatePop is used here in a polymorphic fashion: updatePop applied to a data element of type city
uses the operation definition of the first line, updatePop applied to a list of cities, uses the second

definition, which calls the first for each city in the list. The type system of a polymorphic language
controls this.
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operation is called folq, because it reminds of folding a piece of paper over and over
(Figure 1):

Figure 1: Folding operation

The operation applied in fola combines the current value with the result of the
previous application. A start value must be given® (for the sum above, it must be 0).
The standard example is the calculation of the values of the figures from 1 to 100:

fold :: (a -> b -> b)->b -> f a ->b
fold (+) 0 [1..100]

The higher order function fold has as a first argument the function, as a second
argument the start value and as a third argument the data structure. It may be
necessary to have two fold operations, which operate from right to left and from left
to right. The function which is used to fold the data structure must have the signature
psi :: a -> b -> b, having one argument which is the same type as the data in the
data structure and a second argument, which has the same type as the result (these
two types can be the same, and most often are). This is necessary to make the result
of one application the input for the next application of the function (with the next
data value from the data structure).

The definitions for the list as defined above is:

fold :: (a -=> b ->b) ->b ->f a ->b
fold £ z (Empty) = 2z
fold £ z (Element x xs) = fold f (f x z) xs

4.3 Combinations of Operations

To compute the total population from a tree of records with county name and
population count one can proceed in two steps: 1) map from the record a single
population count (with an operation pop) and 2) fold with (+).

pt = map pop popTree
totPop = fold (+) 0.0 pt

Most functional programming languages are referentially transparent. Therefore
equals can be substituted with equals. This makes reasoning about programs similar
to reasoning in ordinary mathematics and avoids the complications of the temporal
reasoning with pre- and post-conditions necessary for commercial programming
languages like Pascal or C++. The rule given in the next line can be applied to the

* The start value is typically the unit value for the operation used, for (+) the value must be 0, for folding
with (*), it should be 1 etc. Mathematicians call a group an algebraic structure, consisting of a set of
values, an operation and a unit value 0, for which the axioms a + 0 = aand 0 + a = a hold.
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combination of the two functions above (in totPop) and yields the simplification
totPop’.

fold £ z (map g xs) = fold (f.g) z xs
totPop = fold (+) 0.0 (map pop popTree)
totPop’ = fold ((+).pop) 0.0 popTree

There is a similar rule to combine multiple mappings:

map £ (map g x) == map (f.g) x
In general, these simplifications are automatically done by the compilers for modern
functional languages.

5 Application to GIS: Map Algebra

Map Algebra does not rely on a raster data structure, but is typically conceptualized
as operating on a set of arrays of pixels with the same origin and orientation. The
local operations in Map Algebra (Tomlin 1989) apply an unary operation (an
operation with a single argument) to a single array, by applying it to each cell, or
apply a binary operation to two arrays, by applying the operation to corresponding
pixels from each array.

The operations in Tomlin’s Map Algebra are independent of the data structure
and the particulars of the implementation. They can be applied to rasters stored as a
full array, run length encoding or as a quadtree. The different storage methods
influence performance, but do not change the result. A rewriting of the Map Algebra
using a functional language with higher order functions can bring two advantages:

e Potential for optimization: multiple operations can be executed together
using the rules for combination given above. The combination of operations
in a single pass over the data can greatly speed up performance as the time
consuming access to the data is done only once and thus much disk access
(or access to the data over the net) is saved.

e Generalization of the operations to work uniformly over raster and vector
data in different data structures and to formally analyze the differences
between vector and raster operations in the results and the error propagation.

5.1 Separation of Data Structure and Processing of Elements
To demonstrate the separation of treatment of data elements and traversal of data
structure, the calculation of the area of a region stored in a quadtree is shown. An

example using run length encoding works along the same lines, but cannot be shown
due to the space limitations.

Quadtrees (Samet 1989b) are based on the principle of a 4-way branching tree
data structure. It is customary to interpret a quadtree structure as a representation of
space, in which the leaf nodes are pixels in a square array (Figure 2). Pixels of higher
level represent four times the area of the pixel one level lower.
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Figure 2 - Example of a quadtree

Recursively, a quadtree is either a leaf (QL) or it is a tree with four quadtrees. To
keep the code simple, the size of the pixel is included with each leaf of the quadtree;
this can be left out in optimized code.

data QuadLeaf p = QuadLeaf Int p -- thé leaf size and the pixel
value

data Quad p = Q (Quad p)(Quad p) (Quad p) (Quad p) | QL p
Code to compute the area uses the corresponding operations for the pixels and
corrects for the size of the area.

area (Pixel Inside) = 1
area (Pixel Outside) = 0
area (QuadLeaf j p) = j * (area p)

fold £f s (QL p) = £ p s

fold £ s (02 gl g2 g3 g4) = fold £ (fold £ (fold £ (fold f s ql)
q2) q3) q4

area x = fold ((+).area) 0 x -- x is of type Quad

5.2 Operations with two Arguments

The standard map function maps a function with a single argument. For the zonal
operations of the Map Algebra, functions with two arguments must be mapped. An
higher order function map2 and fold2 must be defined.

map2 :: (a ->b ->c¢) ->pa->pb->pc

map2 £ (Empty) x = Empty

map2 f x Empty = Empty

map2 £ (List x xs) (Element y ys) = Element (f x y) (map2 £ xs ys)
With this the corresponding values from two lists can be added or subtracted.
Assume you have a list with the population per census block and with the population
under 20. The list of the population count (age > 20) is simply

map2 (-) totPopulation children
The combination of two quadtree or run length encodings is more involved: there are
cases when one of the two structures must be expanded to meet the detail level of the
other. In order to write this function only once to be used for map2 and fold2, it is
factored out in a function zip, which takes two data structures as arguments and
makes a data structure with pairs of the values found in both structures. Map2 and
foldz then use the regular map and folg, and the function passed as an argument is
applied to the two paired values.
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zip (QL p) (QL q) = QL (p,q)

zip (0 pl p2 p3 p4) (QL @) = O (zip pl q') (zip p2 q') {(zip p3 a’)
(zip p4 q’') where q’= pushdown gq

zip (QL p) (Q gl g2 q3 q4) = Q (zip p’ gl) (zip p’' g2) (zip p’ g3)
(zip p’ g4) where p’= pushdown p

zip (Q pl p2 p3 p4) (Q gl g2 g3 qg4) = Q (zip pl ql) (zip p2 q2)
(zip p3 q3) (zip p4 q4)

map2 £f p g = map £’ (zip p q) where £’ (a,b) = f a b

fold2 f s p g = fold £’ s (zip p q) where £’ {(a,b) = f a b

With these operations, all the focal operations from Map Algebra can be written and
applied to arbitrary data structures and feature data types. A choice of functions can
be provided in a single program and polymorphism will select the appropriate
operations to traverse the data structure and the operation to suit the data type of the
feature.

6 Application to Computer Cartography

The examples so far were low level operations in a GIS, very close to the details of
the implementation. In this section, I show that higher order functions are also very
powerful tools to understand complex, large systems at the highest level of
abstraction:

The classical computer graphics program consists of a list of data objects and a
visualization loop, which applies the visualization transformation to each object
(Foley and Dam 1982; Newman and Sproul 1979) and puts it on the screen. The
visualization loop applies a series of transformations to the objects: perspective
projection from 3D object coordinates to the 2D coordinates on the screen, clipping
of parts which are outside of the viewing area etc. Other transformations apply to the
lines or the symbols and produce the desired line style, according to the map legend
selected.

These transformations can be written as functions applicable to objects. If the
objects to display are in the 1istofFeatures, the total operation is

map display. (scale 50).(clip xmin ymin xmax ymax) . (symbolization
symboltable) listOfFeatures

This can be expanded to a query language for cartographic application. Simplifying
the problem, one can start with a query language which has two query inputs - the
selection criteria for the objects to display and the map legend to be used. This
operation can be combined from a £ilter operation - a second order function - and
map (as defined above):

filter criteria (Empty) = Empty

filter criteria (Element a as) = if criteria a then Element a
(filter as) else filter as

query legend criteria database = (map (display legend)) . (filter
criteria) db

7 Conclusions

This paper introduces higher order functions, i.e. functions which take functions as
arguments, in the GIS literature. Such functions are well known in mathematics, but
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were not explicitly used for formalization of spatial information theory so far. First
order languages are well suited for the analyses of static relations between objects,
but they fail when dynamic behavior must be described. GIS must increasingly deal
with dynamic objects and higher order functions are therefore necessary, but the
same functionality is necessary when describing the behavior of complex, dynamic
software systems, like GIS.

As a first example for the importance of higher order functions, this paper
demonstrates how higher order functions allow to separate the part of operations
specific to the data structure from the code of the operations which is specific to the
data type stored. GIS are large data collections and must use complex spatial data
structures. It is beneficial to separate the code which traverses the data structure from
the code which operates on the feature data.

This is shown using a modern functional programming language and applied to
Map Algebra (Tomlin 1989). The examples given are actual code as it can be
executed. It shows convincingly the elegance and power of higher order functions.
With this tool, the overall architecture of complex systems, e.g., Map Algebra or a
cartographic query language, can be described in a single executable system without
using ad hoc tricks. More examples can be found in (Frank 1996b; Frank 1996¢)

The examples given here make clear that it is not sufficient to add a few higher
order functions as fixed functions to a programming language, but that the full
capability of writing new higher order functions is required. It is further necessary to
allow data types with parameters, e.g., List of Integer must be differentiated from

List of Char and a generic List of x or even f of x (f and x being type variables) must
be possible.
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Beginning with the premise that environmental science disciplines have
traditionally used conceptual spatial models which are different both from those
used in other disciplines and from those provided by the digital data models of
current GIS, a consideration of the fundamental role that phenomena which vary
continuously across space play in environmental models suggests that continuity
may provide an essential unifying theme. This in turn may provide an important
basis for the design of interoperable GIS for environmental modeling purposes.
Issues arising from a fundament assumption of continuity and themes for
continued research are raised.

INTRODUCTION

The increasingly sophisticated tools for spatial modeling and analysis
provided by today’s GIS are now leading to a revolution in environmental
modeling, one which encourages scientists to incorporate spatial processes and
relationships in their models. However, the driving force for the design of most
widely used GIS packages has not been environmental science. As a result,
translation of the unique spatial concepts and models which have evolved
independent of GIS in the various environmental sciences is not always obvious
or without misapplication. Some effort has been directed recently to the
development of software interfaces which will permit translation of generic
spatial models such as “field” into the standard data models provided by today’s
GISs (cf Laurini and Pariente 1996; Vckovski and Bucher 1996). Likewise, the
relationship between the real world and how it is represented in GIS has also
been the subject of discussion (Burrough and Frank 1995; Couclelis 1992;
Csillag 1996; Goodchild 1992; Goodchild 1993; Kemp 1996a; Kemp 1996b;
Nyerges 1991; Peuquet 1990). However, these advances have yet to fully
address the specific needs of individual environmental scientists as they attempt
to make use of spatial information and the new spatial technologies.
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This premise behind the research outlined here is that traditional (pre-GIS)
approaches used by various environmental modeling disciplines to represent the
spatial extents of their phenomena of interest and to implement the interactions
between them differ from each other and from those provided by GIS. By
examining the underlying bases which led to the development of these discipline
specific representations, it should be possible to determine which are the critical
aspects needing particular attention in GIS/modeling interfaces. The somewhat
surprising conclusion that there may, in fact, be more similarities than
differences in how environmental modelers conceptualize space points at a
potential basis for true integration of environmental models and GIS.

The following paper documents a preliminary study carried out through in-
depth interviews with a range of scientists building or implementing
environmental models. The opportunity for this study was provided during a
brief sabbatical visit to the Australian National University and CSIRO, both in
Canberra, Australia, during October 1996.

PRELIMINARY PREMISES

The following four premises formed the initial basis for the study. A later
section explains how these ideas have since been modified as a result of the
interviews. The term “conceptual spatial model” refers to the analog models
used to constrain or inform data collection activities and/or used during the
conceptualization of process models.

1. The conceptual spatial models used by environmental modelers differ in
significant ways from the spatial data models provided in current GI
systems. Simple mappings between these models are not currently
possible. This implies that environmental modelers generally must
modify their models in order to use GIS. This is sometimes difficult and
may result in incorrect use of available data and misinterpretation of
model results.

2. The objects of study, traditional sampling designs and modeling
techniques used by individual environmental science disciplines lead to
discipline specific conceptual spatial models. These conceptual spatial
models vary significantly between disciplines. Thus, there are
significant differences in how different sciences discretize space, sample
spatially distributed phenomena and extrapolate from their discrete
samples to the phenomena being studied.

3. However, it is possible to deconstruct these differences such that the
fundamental common characteristics of conceptual spatial models can
be identified and measured.
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4. These characteristics can be used to develop interoperable interfaces,
data models or other elements of GI systems which will enable
environmental modelers to use them more efficiently.

In order to find support for these premises and to set the basis for activities
related to the fourth item above, the following steps were planned.

1. Describe and characterize conceptual spatial models used by
environmental modelers for data collection and for model development

2. Using this information, devise direct mappings between these
conceptual spatial models and digital spatial models.

3. Using these mappings, outline some improvements to the design of new
interfaces, data models and/or other GIS components in order to
improve the efficiency with which environmental modelers can use GIS
and to assist in the development of interoperable components for GIS .

CONCLUSIONS ABOUT THE PREMISES

Premise 1: The conceptual spatial models used by environmental modelers
differ in significant ways from the spatial data models provided in current
GI systems.

By definition, environmental models are environmentally determined. Thus
since many environmental phenomena are fields (phenomena for which a value
exists at all locations and which may vary continuously across space),
environmental models are fundamentally continuous. Hence, environmental
modelers generally have a continuous view of the world. There are several data
models for representing fields in GIS (including cellgrids, planar enforced
polygons, TINs, contour lines, pointgrids and irregular points). Methods for
manipulating data in these data models are widespread and robust. For
example, watershed models which model the flow of water across surfaces are
often implemented as finite element solutions (where finite elements are
expressed in GIS as polygons). Ground water models likewise often use
gridded finite element structures (where finite elements are stored as cellgrids).
Therefore, it may be concluded that the discrete digital data models provided by
GIS do not present conceptual problems to the modelers.

Premise 2: The objects of study, traditional sampling designs and modeling
techniques used by individual environmental science disciplines lead to

discipline specific conceptual spatial models.

If environmental modelers generally do perceive their phenomena as
continuous or see their phenomena as being environmentally determined, then
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their conceptual spatial models do not vary significantly between disciplines
when analysis depends on a context of the continuous environment. However,
the objects of study do vary from superimposed continuously varying
phenomena (such as pressure and temperature surfaces in climatology), to
objects embedded in continuous matrices (such as faults and intrusions in
structural geology), to independent objects (such as individual mammals in
wildlife biology). On the other hand, environmental determinism is a
fundamental principle in the prediction of the occurrences of many of the
phenomena and so they can all be seen to exist within a continuous matrix or at
least on a continuous probability surface. Thus, again, continuity provides a
common context.

In some sciences, traditional data collection and representation techniques
have relied on the discretization of both space and the phenomena being studied.
This is particularly true in soil science, geology and vegetation ecology. In
these cases, data collection requires experts who interpret the environmental
clues, some of them unspecified and unmeasureable, and make conclusions
about the distribution of classes of the phenomenon being mapped. The data
which is ultimately recorded (i.e. mapped) is not the fundamental observed
phenomena, but an inferred classification. An assumption of continuous change
across space in the class of the phenomenon does not exist in these data
collections.

However, it has long been recognized that this assumption of discontinuity,
of homogeneous regions with distinct boundaries, in disciplines such as soils or
vegetation science is invalid (cf. Burrough et al. 1977; Maclntosh 1967). These
phenomena which are strongly influenced by environmental gradients do vary
significantly over space. For many environmental modeling purposes, classified
data collection techniques do not result in satisfactory digital records of the
phenomena. They do not match the scientists’ conceptual models of their
phenomena.

Fortunately, the ability to store and manipulate large spatial data bases and
the powerful new spatial technologies have begun to allow environmental
modelers to move the digital representations closer to these continuous
conceptual models. At several different locations, researchers are now working
to develop models of soil formation and vegetation growth which are based on
continuous environmental determinants such as elevation and rainfall (see for
example Burrough et al. 1992; Gessler et al. 1996; Kavouras 1996; Lees 1996;
Mackey 1996). These environmental models allow soils or vegetation to be
described by a number of different parameters, and, only when necessary,
classified accordingly. Classes can be extracted for any set of criteria using
various statistical techniques.
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If these newest efforts to model soils and vegetation on continuous bases
are successful, as seems likely, the contention that significant conceptual
differences do not exist between the different sciences themselves becomes even
more well founded. However, significant differences do still exist, but these
come between the conceptual models of the environmental scientists and those
of the environmental managers for whom the models are often developed
(Burrough and Frank 1995; Couclelis 1996). At the management end of
modeling applications, continuous results are often too difficult to integrate
conceptually, particularly when there are several environmental gradients
involved. Classification allows many different factors to be summarized and
understood conceptually, though not necessarily analytically.

Premise 3: It is possible to deconstruct these differences such that the
fundamental common characteristics of conceptual spatial models can be
identified and measured.

As the above discussion has asserted, there are no fundamental differences
in conceptual models between environmental science disciplines. Thus,
environmental phenomena as continuous fields, in some cases with embedded
objects, may provide the unifying theme, the fundamental common
characteristic.

However, this does not mean everything will need to be represented as
continuous fields. It is possible to conceive of and model a continuous
environment composed of homogeneous discrete units such as watersheds. It is
generally accepted that if the processes being studied operate at a regional scale,
subregional size areas below this scale, such as small watersheds, provide
sufficient variation for the modeling effort. This, in fact, is the basic premise of
the finite element models so widely used in watershed modeling (Vieux et al.
1990). This permits an assumption of homogeneity even within a continuous
context and suggests that further consideration should be given to the issue of
scale and its relationship to classified continuous phenomena.

Premise 4: These characteristics can be used to develop interoperable
interfaces, data models or other elements of GI systems which will enable
environmental modelers to use them more efficiently.

Interoperability works best when based on a common conceptual reality.
Objects and phenomena should be conceptualized within their physical
environment and their attributes and relationships expressed in ways which
allow interfaces to translate these generic qualities into system specific values.
This means that if reality forms the central interface between different
environmental models and spatial databases, all data can be passed through the
interface, conceptually returning it to its expression in the physical environment
before it is redefined as required for specific software.
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Some effort has been directed at itemizing these generic qualities of the
physical environment which we seek to model (Burrough and Frank 1995;
Couclelis 1996). Methods for quantifying these characteristics are the subject of
further research by this author. It is possible to conceive of a software product
which would assist environmental scientists and managers to identify and
measure the critical characteristics of the environment which determine how it
will be modeled and to understand and express the spatial and aspatial
components relative to their problems. Such a product might, for example,
construct objects (in an OO sense) ready for computation.

ISSUES

These conclusions suggest a number of critical issues which need to be
addressed if a functional link between conceptual models and GIS data models
can be found.

Is continuity, possibly with embedded objects, “the” conceptual model for
environmental modelers?

Do all environmental sciences work in the continuous model? Is geology
fundamentally different given that there are discrete geologic objects within
continuous matrices as well as continuously varying rock bodies which are
discontinuous at boundaries? Can a conceptual temporal model be used to
combine and explain intersecting lithologies?

The need for classification remains.

What is the role of classification in sciences with continuous views of their
phenomena? Is the need to classify during data collection now unnecessary
given current computing power and massive digital storage? What do
boundaries mean in the environmental sciences? How do boundaries based on
varying criteria affect ecological theory? Does the identification and study of
pattern require classification? Must we eventually classify in order to
understand?

Classification is a scale issue.
How does scale affect our ability to conceptualize continuous phenomena

using discrete representations? Can varying process scales be integrated by
using a continuous conceptual model of the phenomena?

28



Do managers need different spatial models?

Is there a difference between modeling for prediction versus modeling for
description and/or management? Do managers need a more discrete (i.e.
classified) view of space or do we simply need to educate managers to work
with data in forms other than classified maps?

Expert knowledge plays a major role in the understanding and modeling of
environmental systems.

How is expert knowledge incorporated into models of processes? What
role does it play in classification and data collection? How can we be explicit
about the incorporation of expert knowledge in data collection and modeling
activities? Can modelers replace or simulate the expert knowledge of the field
scientists?

Conceptual temporal models also need to be addressed.

Which sciences assume change and which are static? Historical and
episodic events affect the environment but these cannot be represented or
modeled well. This is also a scale issue. What about continuity in time? Can
space be substituted for time or vice versa (e.g. succession demonstrated by
going up an elevation gradient or astrophysical location equating with time)?

Can models be usefully classified as either spatial or aspatial?

Is there a significant difference? Are aspatial models just spatial models at
regional scales in which spatial heterogeneity is not relevant at large process
scales? How do aspatial models and aspatial data incorporate space? How is
space despatialized for aspatial modeling and data collection? How do aspatial
models represent changes which have an impact over space?

CONCLUSION

Powerful new tools and paradigm changes are leading to a revolution in
environmental modeling. The opportunity to build models which represent
continuous variation across the landscape are changing the ways in which we
gather data and describe the environment. These in turn provide greater
opportunity to provide case-specific information for environmental managers.
Much work remains to be done. The results of this preliminary study will
inform further detailed research into conceptual spatial models and continuity as
an integrating medium. Further work on this theme will be incorporated into
efforts related to NCGIA’s new research initiative on Interoperating GISs.
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ABSTRACT

Transformations have been presented as an organizing principle of analytical
cartography. To date, the theories have focused on geometric distinctions,
such as point, line and area. This paper presents a new scheme for
geographic transformations based on measurement frameworks as the
principal distinction. Transformations between measurement frameworks can
be viewed in terms of a neighborhood and a rule to process attribute
information. This scheme provides a way to organize most of the operations
performed by GIS software.

BACKGROUND: TRANSFORMATIONS

While the dominant school of cartography views cartography as a
communication process, there has always been another group focused on
transformations. The most classic transformation involves the mathematical
conundrum of transferring the nearly spherical Earth onto a flat piece of
paper, the process of map projection. No cartographic education is complete
without a thorough understanding of projections. For centuries, a
cartographer could ensure a place in posterity by inventing another solution
to the map projection problem. Even Arthur Robinson, whose career was
dedicated to thematic cartography and map communication, may have
greater recognition for his compromise world projection through its adoption
by the National Geographic Society.

The key importance of a map projection is not in the mathematical details.
Projections demonstrate how measurements taken on one kind of geometric
model can be transferred to another model, subject to certain constraints. For
instance, in moving from the earth to a plane, it is possible to preserve
either the geometric relationships of angles (conformality) or of area
(equivalence), but not both. This operation on geographic data became the
basis for Tolber's view of analytical cartography.
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While much of Tobler's work dealt with projections, he also advanced a
‘transformational view of cartography’ (Tobler 1979b) that considered all
operations as transformations of information content. Analytical cartography
has remained a minority component of the discipline, though some continue
to extend it (Nyerges 1991; Clarke 1995).

Analytical cartography developed in the era of Chomsky's transformational
grammars, an attempt to systematize linguistics that had far-reaching
influence throughout the social sciences. Tobler (1976) set out a systems of
transformations based largely upon the geometric component of geographic
information. This approach informed the three by three (point, line,area) or
four by four (with the addition of volume) matrix in Clarke (1995, Figure
11.1, page 184) and Unwin, among others [Figure 1].

From \ To Point Line Area

Point Point -> Point | Point -> Line Point -> Area
Line Line -> Point | Line -> Line Line -> Area
Area Area -> Point | Area -> Line ' | Area -> Area

Figure 1: Cartographic transformations as viewed by Clarke and Unwin

In this matrix, a buffer around a road would be considered a line-to-area
transformation, but so would the conversion from a contour line to a TIN.
There is little in common between these operations because the
relationships implied by the lines are so different. There is no denying that
the geometric primitives are important, but they may not tell all the story.
The geometric form of input and output are a weak guide to the actual
operation that might be performed. Many of the most complex operations are
lumped into the diagonal, along with operations that make very minimal
changes. This matrix based on the dimensionality of the objects is clearly
insufficient to explain the operations performed in a GIS.

Measurement frameworks

What is missing from the standard explanation is an explanation of the
different reasons for using a line to represent geographic phenomena. While
there are many reasons, they can be organized in according to the
fundamental choices made in obtaining the underlying measurements.
Geographic information includes a spatial component, a temporal
component, and some set of attributes. As Sinton (1978) recognized, each
data model imposes a different set of rules on these components. A
measurement framework (Chrisman, 1995, 1997) is a conceptual scheme
that establishes rules for control of other components of a phenomenon that
permit the measurement of one component.

The broad groupings of measurement frameworks listed in Figure 2 provide a
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clearer foundation for transformations of geographic information. The
different forms of control have only been recognized in specifics, not as a
part of a scheme that is broadly applicable. The role of control is critical to
understanding transformations. It is particularly important to note that the
representation used my not be the same as the measurement framework. It is
quite possible to represent a choropleth measurement in a raster data
structure, or a set of pixels as vectors. In both cases, additional losses of
resolution and accuracy can occur.

Figure 2: General groupings of measurement frameworks

Attribute Controlled Frameworks
Isolated Objects
Spatial Object Single category distinguished from void
Isoline Regular slices of continuous variable

Connected Objects

Network Spatial objects connect to each other, form topology
(one category or more)
Categorical Coverage Network formed by exhaustive classification

(multiple categories, forming an exhaustive set)

Space Controlled Frameworks
Point-based Control
Center point Systematic sampling in regular grid
Systematic unaligned Random point chosen within cell

Area-based Control

Extreme value Maximum (or minimum) of values in cell
Total Sum of quantities (eg. reflected light) in cell
Predominant type Most common category in cell
Presence / absence Binary result for single category
Percent cover Amount of cell covered by single category
Precedence of types Highest ranking category present in cell

Temporal Frameworks
Snapshots [any other measurement framework can be repeated over time]
Transactions Discrete events are located freely in time

Relationship Controlled Frameworks
Measurement by pair Control by pairs of objects
Triangular Irregular Network  Control by uniform slope (gradient & aspect)

Composite Frameworks
Choropleth Control by categories (names of zones) then control by space
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TAXONOMIES OF GIS OPERATIONS

The GIS literature has a series of alternative schemes used to present the
different kinds of operations. Perhaps the most widely cited is Tomlin's
(1983; 1990) Map Algebra. This scheme is essentially a sequence to
present map operations, ranging from the simple to the complex. The simple
operations work on a single map, followed by those that work locally on two
maps, and so on. However, Tomlin’s scheme fails to include all possibilities
(and thus provide the ‘algebra’ promised), because it forces all
measurements into a single raster representation and does not distinguish
between a representation scheme and a measurement framework.
Furthermore, Tomlin’s terminology for the operations becomes a bit obscure
for the more complex operations. Goodchild (1987) followed the flow of
Tomlin’s logic, adding some neglected elements, such as information
attached to pairs of objects. Burrough (1992) argued for “intelligent GIS”
essentially by recognizing more spatial relationships. Recently, Albrecht has
described a method to develop commonalities between GIS operations using
a sematic network. This approach seems to rely upon a survey of users, thus
is vulnerable to the limited perspectives and training in those surveyed. It
still seems worthwhile to develop a taxonomy of GIS operations based on
transformations between measurement frameworks.

A Theory of Transformations

Any data model consists of a set of objects, relationships between them and
a set of axioms (integrity constraints) that control the meaning of the data.
Given data within a particular measurement framework, it is most direct to
produce a result in the same framework. Thus, a grid of values with a 10
meter spacing can be most easily processed into another grid with ten meter
spacing. To generate a different result, new sets of assumptions may be
required. These assumptions are required to fill in the gaps in either space,
time, or attributes in the original source.

The theory present here contends that transformations between most forms of
geographic information can be performed with two sets of assumptions: one
to handle space, thus creating a neighborhood, and the other to handle
attributes, a rule of combination. Temporal transformations can be handled
as special forms of neighborhoods. Neighborhoods can be defined rather
flexibly, following the general scheme of Tomlin - moving from the purely
local relationships inside one object through immediate neighbors to more
complex relationships based on distance and perhaps other considerations.
The rules of combination have not been considered as carefully in the GIS
literature. Hopkins (1977) described some of the tools to handle map overlay
based on Stevens' levels of measurement, but this scheme does not cover all
cases. Rules of combination can be grouped into three broad classes based
on the amount of information used in the process (Chrisman, 1997). A
dominance rule simply selects one of the available values based on some
criteria (such as taking the largest value). A contributory rule uses all the
“values, giving each an opportunity to contribute to the composite result.
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Addition is the most classic contributory rule. Finally, an interaction rule
uses not just each value, but the pairwise combinations of values.

This taxonomy of attribute rules serves to explain the differences among the
approaches to area-based spatial control frameworks. Once the grid cell is
imposed on the landscape, there is some kind of rule that takes all the
possible attribute values and picks the value. In some cases, this is a rule
like "highest value" (as on an aeronautical chart), which is a dominance
rule. In other cases, an optical system adds the energy detected. Thus, the
rules are a part of the original geographic measurement as well.

This approach to transformations will be introduced by an example. While a
three-by-three or four-by-four matrix can be quickly comprehended, a
seventeen-by-seventeen matrix (for all the frameworks listed in Figure 2) is
difficult to describe or communicate. A subset of measurement frameworks
used for surfaces will illustrate the approach.

The rows and columns of Figure 3 list some of the major alternatives for the
representation of surfaces. The first "Points with Z" refers to "Spatial
objects" where a continuous surface value is measured at an isolated point
feature. The second representation is isolines, closed contours that measure
the location of a given surface value. Digital Elevation Matrix (DEM) refers
to a regular, spatially controlled measurement of elevations. The fourth is
the Triangulated Irregular Network (TIN) whose triangles establish
relationships of slope between spot heights.

Figure 3: Surface-oriented transformations

In\ Out Points (w.Z) | Isoline DEM TIN

Points (w.Z) | Interpolation | Interp. & Interpolation | Triangulation
trace

Isoline Interpolation | Interp. & Interpolation | Triangulation
trace *

DEM Interpolation | Interp. & Resampling | Triangulation
trace *

TIN Extraction Tracing Extraction Simplify/

Refine

* denotes a triangulation operation that may produce overly dense triangles
without some filtering.

The cells in this four-by-four matrix give a label for the procedure that
converts information in the row dimension to the column dimension. The
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three-by-three matrix in the upper left (lightly grey) is filled with one form or
another of interpolation. This operation provides a good example of how a
transformation combines relationships and assumptions (axioms) to produce
new information.

Interpolation

Interpolation involves a transformation to determine the value of a
continuous attribute at some location intermediate between known points.
Part of this process requires relationships — knowing which points are the
appropriate neighbors. The other part involves axioms — assumptions about
the behavior of the surface between measured locations. The balance
between these two can vary. Some methods impose a global model, such a
fitting a trend surface to all the points. Most methods work more locally.
The top left cell in the matrix poses the classical problem: given a set of
point measurements, assign values to another set of points. This requires two
steps. First one must discover the set of neighboring points for each desired
location, using a variety of geometric procedures. Then one must apply some
rule to determine the result.

Once the neighbors are collected, the problem of assigning a value resolves
itself into the rules of combination. A dominance rule will not yield a
smooth surface, since it will assign the same value to a neighborhood
(usually the Voronoi polygon). A contributory rule usually involves a
distance weighted average of the neighbors. Various forms of interaction
rules are in use as well. SYMAP had a much-copied interpolation system
that weighted points so that distance and orientation to other points were
considered. Each method operates by using certain relationships, plus some
assumptions about the distribution of values between points. The differences
between various forms of interpolation reflect various assumptions about the
nature of the attributes.

The process of producing a DEM with uniformly spaced points is just a
special case of interpolation for scattered points. To produce isolines,
instead of requesting a value at some arbitrary point, the contour specifies
the height, and the interpolation discovers the location. Functionally, this is
not very different, since the procedure for a weighted average can be
algebraically restructured to give a coordinate where the surface has a given
value. The manual procedures for contour drawing involved linear
interpolation on what amounts to a triangulation (Raisz 1948). In addition to
the interpolation, the construction of isolines requires tracing, the process
of following the contour from neighborhood to neighborhood. Usually, this
procedure involves some assumptions about the smoothness of the surface,
since the shape of the contour cannot be really estimated from the original
point measurements. Tracing also involves relationships between adjacent
contours, even those not created with the same neighborhood of points.
Parallel contours imply slope gradient and aspect properties, along with
other interactions caused by ridges and courselines (Mark 1986). Thus,
tracing contours involves many more relationships than a simple decision
about the value at a point.
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If the input consists of a set of contour lines, the procedure for scattered
points still applies. Interpolation will need to establish neighbors, but
neighbors between adjacent contours as well as along the lines. Finding the
nearest point on the two adjacent contours does not ensure a correct reading
of features such as ridges or courselines. This straight line is a simplification
for the line of steepest descent. Linear interpolation then proportions the
value between the two contour values.

When the input values are organized in a grid structure, the matrix provides
the means to access neighbors directly. To produce output for scattered
points, the rules can be applied on the immediate neighbors in the grid. To
trace contours, the grid values are used to estimate values in the area
between them.

Producing a matrix output from a matrix input is a common requirement.
Unlike the vector method where the coordinates can be transformed fairly
directly, a matrix is delineated orthogonal to a given spatial reference
system and with a given spacing. If a different cell size or orientation is
needed, the values will have to be converted by resampling. For continuous
variables, there is no real difference between resampling and interpolation.
Sometimes, a simple dominance rule is used; each new grid cell gets the
value of the nearest input grid cell. As long as the spacing is not wildly
mismatched, this may produce a reasonable representation. For remotely
sensed sources, the ‘nearest neighbor’ interpolation retains a combination of
spectral values actually measured by the sensor. It does mean that each
value has been shifted from the position at which it was measured by as
much as 0.707 times the original pixel distance. Alternatively, it is common
to use a contributory method to weight the change over distance using a
various formulae, such as bilinear, cubic convolution, or higher order
polynomials. Each function imposes different assumptions about the
continuity of the surface.

By contrast with the nature of interpolation problems, a TIN provides its own
definition of the neighborhood relationships; it also defines without
ambiguity the linear interpolation over the face of the triangle. A
transformation from a TIN source has much less work to perform. Once a
point can be located inside the proper triangle, it is a matter of extraction.
Conversion from one TIN to another is a generalization problem of refining
or simplifying the representation inside a set of constraints.

Generalizing from the example of surfaces

As the explanation of surface transformation shows, a transformation can be
explained in terms of a neighborhood relationship and a rule to process
attributes. Temporal relationships can also be included as a form of
neighborhood. This leads to a four-way taxonomy of transformations based on
the degree to which the information is inherent in the data model or must be
constructed through other kinds of information. This can be seen as a two-by-
two matrix based on whether the neighborhood is implicit or discovered and
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the attribute assumptions are implicit or external.

Case 0: Transformation by extraction — When the source contains all the
information required, it provides both the neighborhood relationship and the
attribute assumptions to make a transformation look easy. Extraction is
usually unidirectional. For example it is possible to create isolated objects
from a topological vector database without much trouble, as long as the
desired features are identified somewhere as attribute values.

Case 1A: Transformation based on attribute assumptions — In some
cases, the transformation keeps the geometric entities intact, and works just
with the attributes of those objects. Some of the steps performed on a base
layer of polygons fall into this class, but the simplest form involves a raster
with a uniform set of pixels. A common example is the transformation which
takes a few axes of continuous spectral data and produces classes.

Case IN: Transformation with geometric processing only — It is even
rarer to use just the geometric component. Given two coverages of polygons,
it is possible to convert the areas of one into attributes of the other. This is
performed entirely as a geometric procedure, using the identifiers of the
polygons to tabulate the areas in the correct attribute columns.

Case 2: Complete transformation — The most interesting forms of
transformations are ones that combine geometric (neighborhood)
constructions along with attribute rules. The interpolation problem discussed
above is an archetype, because the two phases are quite distinct. Areal
interpolation also falls into this class, even though it deals with areas not
points, the two phases combine in much the same way. This relationship
shows that this taxonomy combines those functions which are similar in their
purpose, not just in the geometric form of their input.

A buffer around a road is also a complete transformation. It uses a simple
neighborhood rule (all space within a certain distance of the road), and a
simple dominance rule (areas near any road overrule anything else). A
polygon overlay produces the geometric raw material for a suitability
analysis. The next steps must take up the combination of the attributes now
placed in contact. Various approaches to suitability use dominance,
contributory or interaction rules, depending on the fit to the purpose. The
general scheme of attribute rules that apply to spatial neighborhoods also
apply to overlay processing and simple operations inside one measurement
framework. This scheme incorporates Tomlin's successive broadening of
neighborhood, but adds the formalization of the attribute rules. The important
distinctions are not those of geometric form, but related to the basic
structure of how the information was constructed.

CONCLUSION

A unifying scheme for transformations requires only two elements: a
geometric neighborhood plus a rule to combine or process attributes. The



rules fall into three classes (dominance, contributory, and interaction) based
on the treatment of multiple attribute values. Viewed in this way, the
operations of a GIS (including map overlay analysis, neighborhood
operations, plus the items now treated as transformations) can all be
relocated as various kinds of transformations.
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THE AUGMENTED SCENE: INTEGRATING THE MAP
AND THE ENVIRONMENT

James E. Mower
Department of Geography and Planning and
Geographic Information System and Remote Sensing Laboratory
University at Albany, State University of New York

ABSTRACT

This paper develops a theoretical and technological foundation for a new
kind of interactive map, the augmented scene, that overlays acquired imagery of
the environment on a perspective model of the surface in real time. The ground
position and viewing direction of users are computed automatically, freeing them
from the map orientation process. We define augmented scenes, propose some
applications for them, discuss their construction and use, determine the effects of
positional and directional error on system performance, explore their data struc-
ture, and review a prototype system under development.

INTRODUCTION

In the field, map interpretation depends upon the ability of the user to orient
a sense-acquired view of the environment with its mapped representation. By
establishing correlations between visible objects in the scene and their ab-
stractions on the map, the user registers the two views and builds a cognitive
projection between them, reconciling the viewing parameters of the map with the
perspective view of the scene. Unfortunately, many potential map users have no
training in map orientation and interpretation. Even the attempts of skilled users
are sometimes frustrated by suboptimal viewing conditions.

This paper will develop a theoretical and technological framework for a new
type of map, the augmented scene, that projects cartographic symbols onto the
user’s view of the environment in real time. Orientation of the user to the envi-
ronment is handled automatically by a global positioning system (GPS) receiver,
a digital compass, and a digital Abney level. Employing a video camera as an
imaging device, the user can scan the environment and choose to overlay se-
lected features of any view with cartographic symbols. The video image provides
a graphical index to a GIS database of the scene, stored on a portable computer.
The user selects geographic objects for augmentation by clicking on them with a
mouse or another graphic pick device.

To see how augmented scenes might be implemented and used, we will

e  define augmented scenes,
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suggest some application domains,

outline the steps required to construct and use them,
determine the effects of positional and directional errors,
explore the underlying GIS data structure, and

view the overall construction of a prototype system.

DEFINITION OF AUGMENTED SCENE

An augmented scene is an interactive, symbolized, perspective view of the
user’s environment seen from his or her current field position that serves as a
graphical index to an underlying spatial database. The view may be acquired
from captured imagery or simulated with a perspective rendering of the associ-
ated 3D surface model. The primary goal of the augmented scene is to provide
the user with a direct experience of the map and the environment as a single en-
tity and thereby simplify navigation and map-based queries.

The overlay of acquired imagery on surface models has long been a standard
component of computer-assisted map revision systems. Horn (1978) describes a
method for registering satellite imagery to surface models for planimetric view-
ing projections. Drasic and Milgram (1991) discuss techniques for overlaying a
user-controlled pointer on captured stereoscopic video imagery to locate objects
in the 3D world for robotic navigation within lab settings. This paper extends the
use of image acquisition and overlay to perspective views of the general envi-
ronment.

System overview

The author is currently developing a prototype augmented scene system as
illustrated in Figure la. Briefly, an augmented scene is created by taking the
user’s field position (provided by a GPS receiver), horizontal look direction
(from a digital compass), and vertical look direction (from a digital Abney level)
and combining it with the current focal length and field of view of the imaging
device to create a perspective model of the underlying digital elevation model
(DEM) registered to the user’s actual view. Upon the user’s request, the imaging
device (in this case a standard video camcorder) captures a single image (frame)
of the environment. By default, the computer transmits the frame back to the
ocular (or viewfinder) of the imaging device and overlays it with an interactive
pointer icon. The user manipulates the pointer in the manner of a mouse or joy-
stick to select a pixel or group of pixels in the image for symbolization (Figure
1b). The computer uses the position of the pointer to look up features in the spa-
tial database located at the world coordinates represented by the selected display
coordinates. If poor environmental conditions prevent the acquisition of visual
data, the system will use the known positional, directional, and optical parame-
ters to display a perspective map of symbols representing user-selected themes
within the current viewing region. A detailed discussion of these procedures

43



follows in the section “Constructing an Augmented Scene.”
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APPLICATIONS OF AUGMENTED SCENES

Having developed a definition and structural description of augmented
scenes, we can consider some of their potential applications. A few of the most
interesting applications include:

Location of utility infrastructure. Utility workers could establish an initial
framework for construction or repair of underground conduits by creating an
augmented scene from a ground position. The scene would overlay symbolic
representations of utility features on an acquired image.

Forest fire management. Teams could query the system for evacuation
routes under heavy smoke conditions. Users would see a fully-symbolized per-
spective view of their environment when smoke conditions preclude the acquisi-
tion of useful visual information. They would require the ability to “look behind”
objects to navigate beyond their current viewshed.

Recreational uses. Hikers could query the system for the names of features
in their environment and their distance to them. Their primary interest will likely
be the determination of names and distances to visible features in their environ-
ment. They may also ask, “What’s behind that hill over there?”

Urban applications. Given a sufficiently rich urban GIS, users could query a
building within an image for ownership, structural information, and escape
routes. This would require the augmented scene to shift the virtual viewing posi-
tion anywhere along the user’s line of sight.



CONSTRUCTING AN AUGMENTED SCENE

The construction of an augmented scene consists of 1) determining the
user’s position, horizontal look direction, and vertical look direction; 2) deter-
mining lens parameters of the imaging device; 3) building a perspective model of
the landscape within the scene; 4) capturing a representative frame from the
video camera; 5) registering the captured frame with the perspective model; and
6) transmitting the computer display of the frame (including the mouse pointer
and menu structure) to the imaging device ocular.

1) Establishing user position and view angles. The user’s position is ac-
quired through a GPS receiver that transmits its data to the system computer.

GPS is the most suitable technology for this project because it is highly portable
and, under real-time differential operation, accurate to within several meters of
true ground position.

Urban environments pose well-known problems for GPS signal reception.
The accuracy of a positional calculation depends upon the clear, straight-line
reception of timing signals from 4 or more satellites. Buildings can block signals
entirely or reflect them, artificially increasing the travel time of the signal to the
receiver (Leick 1995). For now, we must allow the manual input of user world
coordinates where a GPS solution is not available.

The user’s horizontal look direction is determined by a digital magnetic
compass which sends its output to the system computer. Like a standard mag-
netic compass, a digital compass measures the angle to a point relative to the
user’s magnetic meridian. The magnetic bearing is typically corrected to com-
pensate for magnetic declination. The accuracy of digital compasses is compa-
rable to other magnetic compasses and subject to the same types of error gener-
ated by local magnetic disturbances or improper handling.

The vertical look direction can be measured with an Abney level built to
provide its data in digital format. At the time of this writing, the author was un-
able to find a commercially-available, digital Abney level. Since digital
theodolites are commonly used to measure both horizontal and vertical angles, it
is reasonable to assume that the much simpler Abney level could be produced in
a digital format as well. For this project, we will assume that digital input is
available but the prototype will require the user to input the vertical angle
manually.

2) Determining lens parameters. The prototype system uses a video camcor-
der as the imaging device. Most standard consumer-grade video camcorders al-
low the user to change lens focal length and field of view in a single zoom op-
eration. Unfortunately, none but the largest and most expensive video cameras
provide digital information about these parameters to an external source. If we
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know the number of video frames that occur between a fixed-speed zoom from
the shortest to the longest focal length, we can make a very rough estimate of the
current focal length as a function of time from one of the two extremes. The
project prototype will not attempt to provide this type of zoom capability but will
instead limit imaging to the known shortest and longest focal lengths for the
project camcorder.

3) Building a perspective model. Once the user’s position, horizontal look
direction, and vertical look direction are established, we must create a viewing
model for the DEM that matches these parameters and incorporates information
about the current focal length and field of view of the video camera lens.

Elevations in a DEM are measured with respect to the surface of the ellip-
soid specified by a given datum. Since the surface of the ellipsoid is curved, the
height of distant objects will appear lower than close objects of the same height,
beyond corrections for perspective scale reduction. Equation 1 is a standard cor-
rection applied to elevations read from a staff with a surveyor’s level in a geo-
detic survey (Bannister, Raymond, and Baker 1992). It is used here to lower the
reported height of a sample in the DEM as a function of its distance from the

viewpoint. In Equation 1, Z is the original elevation reported in the DEM in me-
ters, d is distance between the viewpoint and the object in kilometers, and Z,,-.

rect 18 the adjusted elevation for the sample in meters. Additional error in the

perceived height of an object due to atmospheric refraction are not taken into
account in Equation 1.

Zeorrect = Z - (078d°) )

A perspective projection is created by first transforming 3D world coordi-
nates (elevation values registered to a planar coordinate system such as UTM) to
a 3D rectangular eye coordinate system in which the Z axis is collinear with the
user’s line of sight. Visual perspective is simulated by scaling eye coordinates
with respect to their distance from the view point.

3D rendering libraries provide these transformations and allow the user to
specify the focal length and field of view of the “camera” representing the user’s
point of view. By providing the lens parameters of the actual video camera to the
rendering functions, the augmented scene can scale the perspective view of the
DEM to the video image in the camcorder viewfinder.

4) Capturing a representative frame. For most applications, an augmented
scene system needs to capture an individual frame representing the user’s view-
shed and overlay an interactive mouse pointer and cartographic symbols. The
prototype uses a video capture chip on the system computer to read a video sig-




nal from the camcorder and load it into the frame buffer. An augmented scene
only requires the capture of individual frames (video stills).

5) Registering the frame with the perspective model. Since the lens pa-
rameters of the video camcorder match those of the DEM perspective model, the
captured image and the model should be registered if the user’s position and
view angles are correct. To ensure that overlain symbols will fit the surface of
the captured image exactly, the image can be applied as a texture wrap over the
DEM perspective model. Rendering libraries use texture wrapping functions to
take a 2D image (the captured frame) and drape it over the surface of a 3D ob-
ject (the perspective model).

6) Transmitting the computer display of the frame to the imaging device
ocular. Once the image has been captured into the frame buffer of the system
computer, the augmented scene software must transmit the image back to the
video camera viewfinder along with its menu structure and the mouse pointer.
The prototype accomplishes this by simply redirecting its video monitor output
to the camcorder.

VIEWING AND QUERYING AN AUGMENTED SCENE

After the construction of an augmented scene, the user is presented with an
image of the landscape which he or she can use as an index to geographic in-
formation. By moving a graphics pointer onto a part of the image and clicking,
the user can ask questions like, “What am I looking at?” or “How far is that fire
tower from here?” To support these queries, the system must 1) allow the user to
select an object theme and an operation to act upon it; 2) reverse project the 2D
image coordinates of a selected pixel to establish a vector in the world coor-
dinate system parallel to the eye Z axis; 3) allow the user to select one of the set
of surfaces intersecting the eye Z vector; 4) symbolize a feature at the selected
location if it is within the user’s viewshed, otherwise render the view along the
vector as seen from the selected surface; and 5) pan and zoom on the current
viewshed.

1) Selecting a theme and an operation to act upon it. The interactive op-
eration of an augmented scene begins when the user selects a theme for querying
and displaying. Thematic operations are selected by clicking on items in a menu
system. A hiker may elect to activate a Campsite theme and select the Display
operator that will symbolize all campsites in the viewshed. If he or she then se-
lects the Distance operator, the straight-line distance from the current location to
subsequently selected campsites (or the ground distance along a path) will ap-
pear in a text window.
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2) Reverse projecting the 2D image coordinates. To make this type of se-
lection work, a mouse click in the image must generate the 3D world coordinates
associated with the selected pixel. Most 3D graphics rendering libraries provide
functions to reverse project image coordinates to world coordinate space. How-
ever, a single pixel in a 2D scene maps to a 3D vector passing through the hori-
zontal and vertical coordinates of the pixel and orthogonal to the plane of the
viewing screen (Figure 2). This is similar to a view of a tree that we might see
out of the window of a house. Branches that appear to cross one another are, of
course, at different distances from the window but project, at the area of appar-
ent overlap, to the same region of 2D coordinate pairs on the glass. If we want to
identify one of the overlapping branches, we would simply indicate “the closer
one” or “the further one.”

Surface 1 Surface 2 Surface 3

Figure 2. A selected pixel in 2D screen space represents an infinite
number of points along the Z vector in eye space. The Z vector may
intersect a number of surfaces in the perspective model.

3) Selecting a surface. An augmented scene must provide criteria for se-
lecting which of the infinite points along the eye Z vector is to be referenced by a
given pixel. The user may only want to see information on objects that are visi-
ble from the current viewing position. Alternatively, it may be important to see
information on obscured objects. 3D rendering libraries handle these issues by
allowing the user to select one of the set of objects “covered” by a given pixel.
The hiker looking for a trail on a hill slope doesn’t need (and doesn’t care) to see
a representation of the hill substructure. Yet the same hiker might ask, “What’s
on the other side of the hill?” or perhaps more precisely, “What is the view in
this direction from the other side of the hill?” We encounter the same types of
queries in urban environments. Will the user want to know the name and owner
of a building or an elevator shaft inside of it?

The prototype uses the Microsoft DirectX graphics libraries for image
modeling and rendering support. DirectX provides a library function that creates
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a list of surfaces, sorted by depth from the viewpoint, that project to a selected
pixel. By default, the prototype models (and renders, if the system cannot cap-
ture a video image) only the surfaces in the user’s current viewshed. If the user
right-clicks on a pixel, the user’s point of view will shift to a location on top of
the next surface in the list at the selected pixel coordinates. The viewing parame-
ters that were used to create the initial surface will be used again to render the
new viewshed from the updated viewpoint.

4) Symbolizing features of selected themes. Symbols in an augmented scene
refers to any graphic marks other than the background video frame or rendered
surface. They highlight visible features captured in the current video frame or
locate features on a rendered surface (for which no frame exists).

Selected objects are symbolized by opaque, 2D polygons defined as closed
lists of vertices and faces. Predefined symbols will typically represent objects in
the current theme though users will have the option of changing the default sym-
bol sets. Rendering library functions overlay symbols on the video frame or ren-
dered surface. Whenever a user deletes a symbol, the windowing system redraws
any underlying graphics.

5) Panning and zooming on a surface. The user may elect to change the
scale of the image (zoom) or move the image viewpoint (pan) to any location.
The DEM will be rendered over any portions of the new view not covered by the
current video frame.

DETERMINING THE EFFECTS OF POSITIONAL AND
DIRECTIONAL ERRORS

Positional accuracy in an augmented scene is most critical for areas in the
viewshed nearest the user. If the user wants to see an image of the pipes ex-
tending from immediately below his or her feet to the edge of the viewshed,
positional error will be most visible in objects projected onto the scene nearest
the viewpoint. As objects recede from the viewer, perspective scale reduction
will continue to decrease the distances between their visible representation in the
captured image and their projected locations in the perspective model.

In contrast to positional error, error in the look direction angles becomes
more critical as distance increases away from the user. At a distance of 1 kilo-
meter, a 1° error in either look direction will offset a feature approximately 17.5
meters in 3D world space from its true position. At a distance of 10 kilometers,
the error will be approximately 175 meters.

DESIGN OF THE DATA STRUCTURE

The data for an augmented scene will consist of a DEM and a set of the-
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matic coverages. To calculate the amount of data that will be required, we need
to establish a sampling density and a maximal viewshed over which the system
must operate.

Using Equation 1, we find that an object rising 500 meters above a view-
point has a corrected elevation of O meters at a distance of approximately 80 km
from the viewpoint. Does this mean that we would require DEM and thematic
data over a radius of 80 km away from this point? Most users will probably show
little interest in features that are close to disappearing below their horizon, yet
some (like a driver on a highway) may want to know the name of the mountain
range that just appeared above it. Assuming a 30 meter grid sampling interval,
we would need approximately 22,000,000 DEM grid cells alone to cover a circle
of this radius. A 15 meter interval will require 4 times this amount. Visible ob-
jects rising higher than 500 meters above the viewpoint will extend the viewshed
boundary and the required DEM coverage even further. Although data sets of
this size can easily be stored on current CD-ROM media, constructing a per-
spective model for a large viewshed may require prohibitive amounts of comput-
ing time.

To solve this problem, an augmented scene must either limit its working
range or build perspective models by resampling data at increasing intervals with
distance from the viewpoint. In a perspective view, the ground area covered by a
unit area of the viewing screen increases with the distance of the ground from the
screen. Pixels representing areas at large distances from the screen can cover
many cells in the database. Therefore, information about distant features can be
resampled at a greater interval than the default sampling interval of the DEM.
Resampling can be handled as a continuous function of distance from the view-
point or by establishing a single threshold distance between two sampling inter-
val regions.

Most rendering libraries use the concept of clipping planes (parallel to the
viewing screen) to identify visible regions within a viewing pyramid extending
from the user’s eye. Only the region in the viewing pyramid between the front
clipping plane (near the viewer’s eye) and the back clipping plane (far from the
viewer’s eye) is rendered. Instead of using the back plane for clipping, the sys-
tem uses its location to separate regions of higher and lower resolution sampling.
The default location is based on the user’s preference with regard to system
processing speed and memory capacity. The user can move the default location
of the back clipping plane to handle specific imaging requirements.

BUILDING THE PROTOTYPE SYSTEM

The prototype for this project uses an IBM ThinkPad 755CD as the system
computer. The 755CD uses an on-board video capture chip to receive input from
a Sony CCD-TRV70 camcorder. The camcorder also receives video output from
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the 755CD to see the captured image superimposed with menu and pointer data.
A Silva GPS Compass provides both positional and horizontal look direction
data. Data from the GPS Compass is transmitted to the 755CD over through a
standard serial communication port. The system software is composed of a main
program, Urhere, written by the author in C++ for the Microsoft Windows 95
operating system.

CONCLUSION

The intent of this paper has been to define augmented scenes, suggest some
applications for them, and to propose a model for their construction and use. The
most important topics for future research includes:

reducing positional and directional error;

reducing the size of data sets;

incorporating non-perspective (plan) views;
determining a suitable data distribution format; and
refining the user interface through subject testing.

It is expected that technological developments in portable computing and
position finding devices will greatly increase the feasibility of augmented scenes
in the near future.
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SELECTION BASED ON A NEW COGNITIVE MODEL
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ABSTRACT

This paper describes a system for selecting objects for display on moving
maps from a cartographic database. A cognitive model similar to spatial
interaction theory is used to predict the most salient objects for display.
Animated maps have been created using concepts described here.

INTRODUCTION

Electronic charting systems offer virtually unlimited opportunity for
presenting spatial information to navigators. At the same time, much of their
potential is often lost because information inappropriate to the task at hand
clutters the screen, or important data is omitted. While there are many
dimensions to this problem, the one addressed here is this: given a database of
cartographic objects, which ones should be displayed to best serve the
navigator?

Cartographic generalization in GIS can be considered in three distinct phases;
object generalization, model generalization, and cartographic generalization
(McMaster & Shea, 1992). The system described here falls into the domain of
model generalization, which Weibel (1995) identifies as the step most amenable
to formal modeling. That is to say it makes no attempt to determine the
appropriate data model, or to determine the appearance of individual objects on
the output device. Instead, this system is designed to facilitate data reduction
and control how many and what type of objects are chosen for display.

Cognitive properties of moving map displays have received some attention
from the aviation research community (e.g. Aretz, 1991). That attention has
focused primarily, however, on map orientation rather than content.
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Cartographers, on the other hand, have spent considerable effort on automating
the procedures of generalization to control the appearance and content of maps.
But this effort has not yet come close to reproducing the results of human
cartographers, and some of it may be misguided in its attempt to reproduce
traditional cartographic products (Goodchild, 1988).

In contrast, the maps displayed by the system described here change
continuously,. They are updated based on a number of parameters such as
velocity, scale, and other inputs which will be described below. This reflects a
philosophy that the information presented should be useful in a specific
situation, rather than be a comprehensive reference.

The model described here is being implemented so that users can adjust
parameters and see results quickly. That should facilitate the design of
experiments which will attempt to test the validity of the cognitive model.

METHOD

An examination of a series of aeronautical charts at different scales shows a
variety of differences. Scale, symbology, level of detail and density of selected
objects all vary. In addition, there is a systematic change in the emphasis placed
on different types of objects with a change in scale. This makes sense, since
pilots are engaged in different kinds of tasks when they consult different charts.
Small-scale flight planning charts and those used at high altitude display mostly
airport and airway information. Large-scale charts used for instrument
approaches, however, have more information about objects that are immediate
hazards, such as mountains and high terrain, but less overall density of detail.

The approach taken here attempts to predict the best objects to display by
considering three things--the class (or type) of each object in the database, the
relative prominence of each object within its class, and an evaluation distance.

In order to illustrate the concept, data from the Digital Chart of the World
(DCW) was chosen to portray a simulated aeronautical moving map display. In
one sense this is an ideal source, since the DCW was digitized from the
Operational Navigation Charts (ONC) produced by the Defense Mapping
Agency (DMA). The DCW, however, lacks important detail because it was
originally generalized at a single scale (1:1,000,000).

Each object in a test database of airports and mountains has been assigned an
initial importance value and a distance decay coefficient. They each present an
opportunity for spatial interaction (positively and negatively, respectively!). In
the case of airports, length of the longest runway was used for initial
importance, while peak elevation was used for mountains. By chance, these
numbers are roughly equivalent across the two classes. Because mountains are
likely to be more important to pilots than airports at short distances, and less
important when far away, they are assigned a steeper distance decay coefficient
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than airports. The following equation, a standard formula for halving distance,
was used:

[=22""%

where:

I = importance, used to determine which objects will be selected for display.
Z = initial importance

R = evaluation distance

B = distance decay rate

This formula is used to generate a score for each object in the database. Then
the top » objects are displayed, where » is a number preselected as a control for
map clutter. When R is set to a large value, airports tend to be selected in
preference to mountains, since distance decay is set lower for airports, and the
resulting scores are higher.

The result is that the map display tends to show a preponderance of airports or
mountain peaks, depending on the value of R chosen. While in this equation R is
independent of scale, a logical implementation would make R a function of
scale.

These rules have been encoded in ArcView 3 so that different values of each
of the parameters (along with scale) can be modified by the user.

RESULTS

A set of animated maps has been prepared that demonstrates the effect of
changing R, along with differences in # and scale. They can be viewed at
http://www.ncgia.ucsb.edu/~vanzuyle. One characteristic that is noticeable in
the animations is that some of the objects tend to appear and disappear multiple
times with a continuous change of scale. This is a consequence of the scoring
system using multiple parameters.

Another apparent difficulty is label placement. A better label placement
algorithm is required if this is to be a practical implementation. A system of
label placement based on importance level has been demonstrated by Arikawa
(Arikawa & Kambayashi, 1991).

The next stage in this research is to experiment with potential users, such as
pilots. The aim is to validate the cognitive model and see which of these
variables produces significant differences in navigational performance.
Eventually, an automated moving map system may be developed that selects the
optimal value of R and », as well the scale, for a given navigational task.
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USING SPACE/TIME TRANSFORMATIONS TO MAP
URBANIZATION IN BALTIMORE/WASHINGTON

Lee De Cola, U.S. Geological Survey”
521 National Center, Reston VA 20192, ldecola@usgs.gov

ABSTRACT

During the past year researchers at the U.S. Geological Survey have been
using historical maps and digital data for a 168-km x 220-km area of the
Baltimore-/Washington region to produce a dynamic database that shows
growth of the transportation system and built-up area for 270-meter grid cells
for several years between 1792 and 1992. This paper presents results from the
development of a Mathematica package that spatially generalizes and
temporally interpolates these data to produce a smoothly varying urban intensity
surface that shows important features of the 200-year urban process. The
boxcount fractal dimension of a power-2 grid pyramid was used to determine
the most appropriate level of spatial generalization. Temporal interpolation was
then used to predict urban intensity for 4320-m cells for 10-year periods from
1800 to 1990. These estimations were spatially interpolated to produce a 1080-
m grid field that is animated as a surface and as an isopleth (contour) map (see
USGS 1997 for the Internet address of the animation). This technigue can be
used to experiment with future growth scenarios for the region, to map other
kinds of land cover change, and even to visualize quite different spatial
processes, such as habitat fragmentation due to climate change.

In 1994 a team of U.S. Geological Survey (USGS) and academic
researchers produced an animation of the growth of the San
Francisco/Sacramento region using a temporal database extracted from
historical maps, USGS topographic maps, digital data, and Landsat imagery
(Gaydos and Acevedo 1995). Publicly televised videotapes of this work
received sufficient attention to support a larger team that had planned to work
on the development the Boston/Washington megalopolis (Gottmann 1990) (The

*Any use of trade, product, or firm names is for descriptive purposes only
and does not imply endorsement by the U.S. Government.



current research involves staff from USGS, National Air and Space
Administration, the Smithsonian Institution, and University of Maryland
Baltimore County.) Resource and time constraints, however, limited efforts to
the southern part of the region shown in figure 1 (Crawford-Tilley et al 1996,
Clark et al. 1996). The animation of urbanization in this region is based on a
512%-cell grid data structure that represents whether or not a given 270-meter
cell is built-up in each of 8 base years (figure 2). This raster was interpolated for
intervening years, but still represents a binary condition for each of the grid
cells. Throughout this work there was interest in how we might analyze the
intensity of development, perhaps by sacrificing spatial resolution for temporal
and measurement resolution (table 1). Because the urban phenomenon
(cartographic feature) is self-organized, complex, and probably also critical
(Bak 1996), it is reasonable to suppose that scaling properties would assist in
this transformation (Quattrochi and Goodchild 1997).

Figure 1. The study area in the Boston-Washington
megalopolis.

Table 1. Dimensions of the data

RESOLUTION /
DIMENSION EXTENT | DATA ANIMATION
SPACE x Balt/Wash | 138 km 270-meter grid  1080-meter
TIME ¢ 1772-1992 | 200 years | ~25 years 10 years
FEATURE f Land cover | Built-up [0, 1] binary [0, 256]
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Consider therefore a location in space x at a given time ¢ and spatial
resolution level / for which a measurement f is made; call this measurement
fi(xg). For example, in the present case we are interested in whether or not a
given grid cell of a certain size is built-up (covered by buildings, has a dense
road network, etc.). In this simplest case we have a binary function fj(x;) = {1 if
x; is built-up, 0 otherwise}. Assume at the finest scale level / = 0 that this
measurement is reliable—but what can be said of the phenomenon at other
spatial scales? Table 2 shows how a 10-level power-2 image pyramid can be
built upon the 0-level data in the present case. One (not necessarily obvious)
way to examine data at coarser scales is simply fbox;+;(x;) = {0 if all fi(x;) = 0, 1
otherwise}, i.e. the value of a higher-level / + 1 cell will be “on” if any of the
lower-level / cells is on. This is called a box-covering algorithm because a high-
level box is needed to cover 1 or more lower-level boxes (De Cola 1997).
Consider the 0-level image of figure 2, which contains 41,183 built-up cells, as
reported in the last row of table 3, which presents the box counts for each level
and each of the raw data years The table shows at the next highest level / = 1
that 14,892 cells are necessary to cover these cells. This number is 45% larger
than the (41,183 / 4 =) 10,296 level-1 cells that would be necessary if all the
level-0 cells were spatially compact. The excess number is due to spatial
complexity of the urban phenomenon, which has fractal dimension D < 2, where
D = 2 would be the dimension of say a perfect disk (for a comprehensive
discussion of the fractal nature of cities see Batty 1995).

1992

Figure 2. Level 0 grid for 1992.
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Table 2. Characteristics of the image pyramid

CELLS CELL SIZE MAXIMUM
LEVEL | PER ROW (meters) VALUE EXAMPLE
9 1 138,240 262,144 Size of the study area
8 2 69,120 65,536
Vi 4 34,560 16,384
6 8 17,280 4,096
5 16 8,640 1,024
4 32 4,320 256 Interpolation level
3 64 2,160 64
2 128 1,080 16 Animation
1 256 540 4
0 512 270 1 BaltWash Pixel

The 0-level row of the table 3 illustrates that for at least 200 years there has
been some urbanization in the region (A fit of a linear model to the 0-level data
yields In[fy(xp)] = — 40 + 0.026 ¢ which predicts a y-intercept at about the year
1575). The table cells that are shaded represent completely covered pyramid
levels, showing how in later years the windows rapidly become saturated. This
happens at / = 8 in 1792 and by level 6 in 1972 and later. One way to avoid this
saturation is to expand the extent of the study area, and this indeed is underway.
But another problem with this analysis is that traditional maps (1772-1850)
produced to widely varying cartographic styles, are being analyzed along with
carefully standardized USGS maps (1900-1953) and satellite imagery (1972-
1992). Nevertheless—and this is another advantage of multiscale analysis—at
coarser scales the difference among these disparate data sources diminishes.

RESIDUAL
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0.0 5

05+

16
RESIDUALS | 14
+12
110
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14
12
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t t t t t + + t 0
1 2 3 4 5 6 7 8 9
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Figure 3. Fractal dimension estimation 1953.
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Table 3. Box Counts for each year and level

1953

1792 1850 1900 1925 1972

1982

o

: ST
31 42 62 63
40 75 190 218 230 2
52 99 360 457 588 750 770 784
59 126 539 763 1216 1894 1985 2076
83 197 909 1402 2560 4741 5118 5448

142 412 1790 2897 5956 12296 13564 14892

286 1069 4431 7089 15463 33092 36742 41183

O N W®B OO NJ®

The box counts in table 3 can be used to compute the fractal dimension of
the built-up area for each year. For example, figure 3 shows the regression line
estimating log,[fj(x,s53)] = 0.89 — 1.51 [/ for 1953, which yields a fractal
dimension of D,s; = 1.51 and an R* = .99 (Falconer 1990). The box counts for
each level and each year are used to compute the 8 values of Dy, the fractal
dimensions for each of the data years, shown in figure 4. There is a continuing
debate in urban studies about how regions develop. One school argues that so-
called “primate” metropolitan regions continue to grow from a point to a
centralized but spreading metropolitan pole. But another school envisions a
dispersed metropolis that may eventually completely disperse, returning to a
collection of isolated points (Alonso 1980, De Cola 1985). Figure 3 certainly
shows the early stages of this process; we can only speculate about whether Dy
will eventually decline, although its rate of increase seems to be leveling off.
This scenario suggests the possibility of future dispersion in which the urban
complex not only breaks up into dispersed centers but even perhaps returns to
the low-dimension post-industrial “village” system similar to that of the 18th
century.

16
14 o®
12
™

Dt1 -
08

06
-

0.4
1750 1800 1850 1800 1950 2000

Figure 4. Boxcount fractal dimensions 1792-1992.



Each of the fractal dimensions Dy for the data years is a linear estimate of
the behavior of the box counts over the scale levels. Yet the fit is not perfect, as
figure 3 shows for 1953; there is a similar pattern of parabolic residuals among
all the years. In general the middle scale levels / = 4 and 5 have higher residuals,
suggesting that at about the 6-km scale the urban area has its most compact
representation. But the box count aggregation algorithm, which yields 0/1
values, cannot be used to generalize the data. Another way to aggregate grid
data is to sum lower-level values using fsumy, (x;) = Zfi(x;) where the
aggregation is over subwindows of 4 cells each. The algorithm fsum is like a
mean filter that aggregates subregions into a higher-level region whose value is
the average of lower-level elements. The generalized animation is therefore
based on the level-4 generalization, which gives for each of 32% = 1024 cells of
size 4320-m an 8-bit dynamic range of [0, 256] (see table 2). Figure 5 shows
what happens to the 1992 data for 5 successive levels of aggregation. The
lower-level images allow us to focus on the individual features of the region,
while the higher-level images highlight the unified nature of the BaltWash
metropolis.

Figure 5. Sum pyramid for 1992.

Let / = 4 and consider the central-cell x = (col, row) = (16, 16) for each of
the = 1,...,8 data years. The values of fsum,(x;) for this cell are shown in figure
6 and (as did Dy in figure 4) these points suggest a logistic curve, which can be
estimated with an interpolation (prediction) function fsumP that predicts fsum for
any year and not just the 8 data years. Figure 6 shows {fsump,(x): x = (16,16),
€ [1750 to 2000]}. When this function is used at level-4 we only get 32°
predictions. This is how we obtain a gain in feature resolution (from [0,1] data
to [0, 256] values), and a gain in temporal resolution (from 8 irregularly spaced
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measurements to 20 decadal interpolations), by sacrificing a loss in_spatial
resolution (from 270-m to 4321-m cells).

Central Cell Interpolation

250 F
200 CELL COUNTS
150

100

50

Or 4
1800 1850 13800 1950 2000

Figure 6. Actual and interpolated values for cell (16,16).

The unique temporal interpolation functions for each of the (322 =) 1024
level-4 cells can be arrayed into a Mathematica table that provides a grid of
predictions for any year in the study period. A sample for 1990 is shown in
figure 7, taken from the animation (USGS 1997). The data have been spatially
linearly interpolated to level 1 (540 meters) to provide a smooth surface for
visualization (for a alternative approaches to the interpolation problem see
Tobler 1979 and Bracken and Martin 1989). The image, which is one frame of a
20-period animation, illustrates the polycentric nature of the
Baltimore/Washington urban process. The animation shows reveals a self-
organizing system that has been growing along the Northeast U.S. transportation
corridor. During the past 200 years urban leadership has shifted between the two
centers at least three times, and since World War II there has arisen a
polycentric post-industrial system whose fractal dimension has been growing
logistically and may be leveling off.

Another way to visualize the growth process is isopleths or contours, which
emphasize the geographic location of urbanization. figure 8 shows not only the
2 urban centers in 1992, but such other features as the edge cities of Frederick,
Annapolis, and La Plata, MD as well as Potomac Mills, VA. The picture also
highlights the linear nature of the whole system, oriented along Interstate 95,
which continues from Boston to Miami.
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Figure 7. 3-d plot of estimated built-up areas for 1990.

Naturally we are interested in the future of the region, and the analysis
suggests approaches. (A logistic curve fitted to the 0-level data in table 2 yields
Jo(xp) = 55800 [1 + Exp(2.09 - 0.0469( - I923))]'|, which has a maximum
growth rate of 2.1% in 1923 (Haggett, Cliff and Frey 1977:238)). This
expression has an asymptotic value of 55,800 pixels, which is only about 20%
of the window at level-0.

1990

Figure 8. Contour plot of estimated built-up areas 1990.
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The analysis of the last 3 data years (1972, 1982, 1992) was based on
Landsat imagery, and the growth both of the fractal dimension Dy (figure 4) as
well as of one of the generalized cells fsumy4(x;) (figure 6) show a linear growth
trend. The growth rate for 1972-1992 is mapped in figure 9; darker shades show
faster growth—up to 2% per year. Recent metropolitan development displays
the doughnut patterns typical of U.S. cities (Whyte 1968). The Baltimore
growth ring is broken by Patapsco Bay and the Washington ring by a Potomac
River “greenbelt” that would clearly be the fastest growing edge city were the
river bridged from Sugarland Run VA to Seneca Creek MD. It is interesting
how strongly topography still influences the development of this region.

Patapsco Bay

Figure 9. Contour plot of growth rates, 1972-1992.

The research presented here is part of a 118-year history of the use of
USGS core skills in the physical, and—more recently—human and biological
sciences to understand human-induced land transformations. These efforts
exhibit not only institutional expertise but also rich historical databases that can
be used to understand spatial processes, to forecast change, and help to shape
future policy. The dimensions highlighted in table 1 suggest new directions for
this research. First, the analysis can profit from a broader spatial view,
expanding to Megalopolitan and even world urbanization. Second temporal
extrapolation and deeper “data mining” will help planners envision the future of
the region—as well as its distant past. Third, more features (shoreline, land
cover, climate) need to be studied and animated. A central theoretical and policy



problem highlighted by this work therefore is the development of rigorous,
informative, and visually effective transformations of data along and among
spatial, temporal, and phenomenological scales.
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ABSTRACT

The modeling of dynamic urban systems has been of interest to spatial analysts
for the better part of the past four decades, and the development of geographic
information systems (GIS) has sparked continued interest in spatial process
modeling. Recent research in a number of far reaching disciplines has shown
artificial neural networks (ANN) to be powerful tools for modeling many dynamic
systems (Vemuri and Rogers, 1994). This research investigated the possibilities for
ANN's as spatial analytic tools. To this end, an artificial neural network was linked
with a GIS for the purpose of modeling urban growth in sub-regions of a
metropolitan area. The validity of the ANN model was tested against a linear
regression model. The results of this research support the hypothesis that ANN are
in fact useful spatial analytic tools and can be used to accurately model dynamic
urban systems.

INTRODUCTION

Modeling and prediction of urban growth have been of interest to researchers
for the better part of the past four decades (Chapin and Weiss, 1968, Batty and
Longley, 1994). Much of the rationale behind this research was to determine the
cause and effect of the urban form on transportation patterns and to use this
knowledge for the planning of future transportation networks. Researchers were
interested in the potential for computer models to enable the testing of changes in
policy and urban resources on transportation networks, and thus the models
proposed were deductive in nature.



The model put forth in this research was an inductive approach to the urban
modeling problem, and incorporated an artificial neural network (ANN) in
conjunction with a geographic information system (GIS) to model a spatio-
temporal database of single family residential building permits. The model was
based on the assumption that the time of occurrence and magnitude of urban
growth in a sub-region of a metropolitan area is a function of the development
already occurring in the sub-region and within it's neighboring areas.

METHODOLOGY

The spatial data structure created for this research was an arbitrarily defined
tessellation of 2.6 square mile regular hexagons covering the two county Columbia
SC study area. The benefits of using a regular hexagon tessellation was that
neighborhood relations, shape, size and orientation are held constant throughout the
surface. Building permits are indicators of the morphology of the urban landscape
Halls, Cowen and Jensen (1994). This study used the single family residential
housing units subset of a building permits database for an eleven year period. For
this study, the training set included the building permit data from the years 1981
through 1989. The test set contained the data from 1990 and 1991. For this study
a hexagon had to have had at least 10 permits issued at least one of the years during
the period. This ensured that there was enough training set data for the neural
network to find a pattern of development (fig.1).

Based on previous research it was determined that artificial neural networks
model the time series of nonlinear dynamic systems by mapping the state of the
system at time t, x(t), to some future state, x(t + at). Chakraborty et al (1992)
demonstrated improved results by incorporating the time series of comparable
objects (cities) as inputs, and this approach was adapted to this study by including
the states of the "neighborhood" (the six surrounding hexagons) with the state of
each hexagon as inputs to the ANN model (fig 2). The spatial relationships
between the hexagon and its neighbors are built into the structure of the ANN
through the arrangement of the input nodes and the weight connections between the
input layer and the hidden layer . This arrangement is held constant throughout the
study area. This has the effect of defining a regular semi-lattice organization over
the entire surface (fig. 3). In terms of the specifics of the dynamic urban system,
this is the urban organization argued for by Alexander (1965) in his two part essay
"A City is Not a Tree". Few models have adopted this structure, opting instead for
a simpler hierarchical tree-like structure.

Since the spatial relationships between neighboring hexagons are hard coded
into the ANN structure, one set of network weights for the entire area would not
necessarily provide the best model. In fact, the relationship between each hexagon
and it's neighbors changes with respect to the central business district (CBD)
throughout the study area (Fig. 4). Once the permits were partitioned in space and
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Figure 1 Distribution of building permits in hexagonal data structure.




time, their theoretical time series would start with a period of no growth
corresponding to the period when the area was in non-urban land use, a short
period of active growth as the urban fringe passes through the area and a final
period of no development occurring when the available space in the area has
become saturated with development.
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Fig. 2 Hexagonal ANN
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The last issue to be resolved was the development of the specifics of the
artificial neural network model(s). This process involved the selection of an
appropriate number of hidden nodes, the scaling of the data from real world values
to ANN values, and the training threshold of the sum of the square error to be used
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in training the ANN. A number of researchers have indicated the difficulty of
determining appropriate network architecture's (i.e. the number of hidden nodes)
for modeling a wide range of data sets (Heermann and Khazenie, 1992; ; Fletcher
and Goss, 1993; Lodewyck and Deng, 1993). Lowe and Webb (1991) have
suggested that the number of hidden nodes represent a Euclidean dimension into
which the dimension of the attractor of the system (which may be of fractal
dimension) is embedded. For this research, initial feedback indicated that between
four and two hidden nodes were adequate to produce acceptable results. Of the
ninety-four ANN models chosen, forty-eight (48) utilized four hidden nodes,
twenty-five (25) utilized three hidden nodes and twenty-one (21) utilized two
hidden nodes. The scaling used in this study incorporated the following rules:

1. The scaling values were between 0.2 and 0.8.

2. The minimum and maximum values for each training set were
determined from the center hexagon in the seven hexagon
neighborhood. Values in the surrounding six hexagons which
were less than the minimum were assigned the minimum value
and values which were greater than the maximum were assigned
the maximum value.

3. In many instances the range of activity was still quite large
with many small values and a few instances of large values. In
these cases, experimentation indicated that taking the log of the
data values produced desirable results.

Thus, for each model that was developed, two approaches were used - ordinary
linear and log-linear scaling.“ Twenty-four ANN models were developed for each
of the ninety-four hexagons in the study area. The twenty-four models correspond
to variations in the number of hidden nodes (2,3,4), the scaling method used
(linear, log-linear), and the learning criteria used to end the training phase of the
ANN model development. The log-linear scaling method was used by sixty (60)
of the ninety-four ANN models and the straight linear scaling was used by thirty-
four (34). A final consideration in specifying the model was the learning threshold
for the sum of the squared error that must be reached before the training of the
network weights ends. It is generally agreed that small sum-of-the-square errors
attained during the training phase result in networks which have "learned" the
idiosyncrasies of the training data, and may result in poor generalization to the test
data set and other data the network has not previously "seen". To adjust for this,
this study tested four different training thresholds, 0.1, 0.25, 0.4 and 0.55, at which
time adjustment of the network weights stopped. The "best" model for each
hexagon was chosen as the one with the lowest sum of the square error on the test
data set (1990,1991). This model was then used in all subsequent analysis.
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MODEL EVALUATION

The ANN predictions for the years 1982 through 1990 were generated by
iterating the model forward one year using actual data from the year before as
inputs. For example, actual 1981 data was used to produce predictions for 1982
and so forth. The 1991 ANN prediction is a two iteration case in which the model
predictions for 1990 were used as inputs to produce the prediction. The linear
trend model is plotted as the regression line representing the trend of the data
between 1981 and 1989 extended through the test set years of 1990 and 1991. For
each hexagon, the "best" model was chosen as the one which had the lowest sum
of the square error on the test data set (fig. 5). In most cases the ANN model was
able to lock into a pattern of development in the training data and produce
predictions which were superior to the linear trend model. The ANN models with
small learning criteria (< 0.1) approximate the trend of training set data quite well,
while those models with larger learning criteria do not represent the training data
as well.
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A few cases illustrate how some of the models predicted the building permit
data (fig. 6). In case 1 an ANN model was able to accurately approximate the
nonlinear trend of the building permit data, including the test data set. Case 2 is an
interesting case in which the trend of the building permit data does not match the
hypothetical time series. The ANN model was able to pick up on the appropriate
pattern and predict the increase in permits occurring in 1991. The prediction is not
drastically different from the linear trend model in this year, but the ability of the
ANN model to adjust for this upswing is evident. Case 3 is justification for using
higher learning criteria during the training phase of the model development. The
increased learning criteria allowed the ANN model to ignore what may be noise in
the training set data and still have the ability to model the general trend of the data
and produce desirable results on the test set data. This property gives ANN's a
distinct advantage over linear trends when modeling dynamic systems. Case 4
illustrates a problem involved with modeling dynamic systems. In this case the
model has picked up on an inappropriate trend in the data and has projected the
growth upwards in 1991 when in actuality it is tending towards zero.
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The final evaluation was based on regressing each model's (ANN and
regression) predictions against the actual building activity occurring within each
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hexagon in both 1990 and 1991 (fig. 7). This resulted in four bivariate regression
equations . Over the 94 hexagons in the study area, the ANN models were shown
to be superior to the linear trend models in that the ANN models produced
predictions which were closer to the actual data values than did the linear trend
model. For the 1990 ANN one iteration model the regression parameters for the
one iteration ANN model predictions for 1990 the r> was 0.83. In contrast the
regression model had an r*0f 0.61. The intercept for the regression estimate was
9.49 which was significantly different than zero. These parameters indicate that the
linear trend predictions for 1990 consistently over-predicting the number of
building permits throughout the study area.
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Fig. 7 Regression results of ANN versus linear model.

The regression model for the two iteration ANN model predictions for 1991
and the actual number of permits had an r? of only 0.52 and a slope of 1.19. The
expected growth of the error term between the trajectory of the ANN model
predictions and the actual data values is apparent in these results. The fact that the
two iteration case had an intercept of zero and a slope near 1 which indicate that
while the models do not perform consistently for all hexagons, they do produce
results which are around the desired values. The comparison of the linear trend
predictions for 1991 and the actual number of permits generated an r* of 0.55 with
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a slope of 1.37. As was the case with the results of the linear trend on the 1990 test
data, the linear predictions for 1991 are consistently higher than the actual number
of permits. The difference between the two approaches is most clearly
demonstrated by the fact that the intercept of the ANN model is approximately
zero (0.86) and the intercept of the linear trend model significantly greater than
zero (10.11).

CONCLUSIONS

A spatial temporal database was constructed by aggregating a database of
building permit data to a tessellation of regular hexagons. Artificial neural network
techniques were used to develop models that replicated the time series for each
hexagon. These models were evaluated by comparing the predictions of the
models for two years of data the model did not see during the training phase of
model development against the predictions from a linear trend model. The results
of the study provide strong evidence for power of an ANN to model non-linear
trends. For the one iteration case, the ANN model was able to produce predictions
over the entire study area which closely resembled the actual values, while the
linear trend model produced results which consistently overestimated the actual
number of permits. The models were able to adjust to the variations in the building
permit data without being aware of fluctuations in the local economy, available
land for development, accessibility, etc. The success of the approach used here is
encouraging for modeling systems, such as urban dynamics, for which the
relationships between the underlying mechanisms are not well understood and for
which precise data is not available.
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DISTRIBUTIONS IN CHOROPLETH MAPPING

Robert G. Cromley and Richard D. Mrozinski

Department of Geography
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ABSTRACT

In choropleth mapping, most classification schemes that have been proposed
are based on the properties of the data's statistical distribution without regard for
the data's spatial distribution. However, one of the more important tasks
associated with choropleth map reading is the task of regionalization and
identifying spatial patterns. For this reason some authors have proposed class
interval selection procedures that also consider spatial contiguity. This paper
evaluates different classification schemes based on a data set's statistical as well
as its spatial distribution. A comparison of the Jenks' optimal classification that
minimizes within group variation and a contiguity based method that minimizes
boundary error show that the latter method was not as strongly influenced by
changes in the statistical distribution and produced a more complex map as
measured by the number of external class boundaries present in the map display.
(Keywords: data classification, choropleth mapping, spatial autocorrelation)

INTRODUCTION

Numerous classification methods for choropleth mapping have been
proposed and evaluated (see Jenks and Coulson, 1963; Evans, 1977; Cromley,
1996). In general, most traditional and even optimal classification schemes such
as the Jenks' optimal classification (Jenks, 1977) that minimizes total within
group variation are based on the properties of the data's statistical distribution
without regard for the data's spatial distribution. However, the task of
regionalization is one of the more important tasks associated with choropleth
map reading. Several authors (Monmonier, 1972; Cromley, 1996) have
proposed class interval selection procedures that also consider spatial contiguity.
The purpose of this paper is to evaluate classification schemes based on a data
set's statistical distribution versus its spatial distribution. For this evaluation, the
Jenks' optimal classification was chosen to represent schemes based on
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statistical properties and Cromley's boundary error method (Cromley, 1996) was
chosen to represent schemes that incorporate the spatial contiguity of the data
values.

BACKGROUND

It has long been recognized that classification schemes have a major impact
on the visualization of choropleth maps. Because the classification process
transforms interval or ratio data into ordinal classes, information is lost
converting individual algebraic numbers into ordinal classes. Secondly,
grouping N unique data values into p different classes (N>p) implies that there
are (N-1)!/(N-p)!(p-1)! different classification groupings. Monmonier (1991)
has demonstrated how easy it is to distort the visual pattern of the data by
manipulating the class interval breaks. The ambiguity caused by classification
prompted Tobler (1973) to propose classless maps as an alternative to the
classed choropleth map in which algebraic numbers are directly converted into
graphic values. An areal table map (see Jenks, 1976) reduces this ambiguity
even more by displaying the algebraic numbers directly within the outline of
each area but visually recognizing patterns of spatial autocorrelation in
geographic data sets would be more difficult.

To ensure that classification schemes try to represent the data distributions,
different schemes have been evaluated within respect to how much error is
associated with the classification (Jenks and Caspall, 1971) and the impact of
class interval systems also have been analyzed with respect to the evaluation of
pattern relationships (Monmonier, 1972; Olson, 1975; Dykes, 1994; Cromley
and Cromley, 1996). While there are problems associated with any
classification, well constructed classifications can aid the reader in most
mapping tasks. Mak and Coulson (1991) found in perception tests that classed
choropleth maps using the Jenks' optimal classification system (Jenks, 1977)
were significantly better than classless maps for the task of value estimation
although there was no significant difference in regionalization tasks.

The problem addressed here is to examine visually and quantitatively how
well different classification schemes preserve the underlying spatial structure of
the data. Cromley and Cromley (1996) found that quantile schemes frequently
used in map atlases represented spatial patterns worse than classification based
on minimizing the error associated with class boundaries. However, quantile
classifications also generally produce worse representations than other
classifications with respect to most statistical properties. The comparison here
will be made between the Jenks' optimal classification and the boundary error
method formulated by Cromley (1996).

Both of these methods are "optimal" in the sense that each minimizes or
maximizes some performance measure. Both classification schemes are derived
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from the same basic model. Based on Monmonier's work (1973) applying
location-allocation models to the classification problem, Cromley (1996) has
shown that optimal classification can be solved as a shortest path problem over
an acyclic network. Using the number line associated with the sorted data
values as an acyclic network, each arc connecting two nodes in the network
represents a class interval containing data values. Given n points in the original
data set, there would be n+1 nodes and n(n+1)/2 arcs in the acyclic network.
For classifying data values in choropleth mapping, the cost value associated
with each arc corresponds to an objective performance measure. By varying the
definition of this performance measure, alternative optimal classifications can
be constructed (Cromley, 1996).

Within the framework of this generic optimal classification model, the Jenks'
optimal classification scheme defines the cost value for each class as the within
class variation. By minimizing this value over all groups, the classification
minimizes the total within group variation so that as much of the overall
variation is "explained" by the classification as much as possible. The Jenks'
optimal classification is also referred to as the VGROUP classification for the
remainder of this paper.

Boundary error occurs whenever the boundaries between the classed areas on
a map, referred to as external class boundaries, do not align with the major
breaks in a three dimensional representation of the statistical surface (Jenks and
Caspall, 1971). Classification should result in the boundaries lying within a
group of contiguous area units, referred to as internal class boundaries,
corresponding to minor breaks in the surface while the boundaries separating a
grouping correspond to the major breaks in the surface. Within the generic
model, the cost value for each class is now defined as the variation between the
right- and left-hand area units associated with each internal class boundary.
Only the deviations associated with boundaries separating area units within a
class are counted while the deviations associated with boundaries separating
area units belonging to different classes are not counted. By minimizing this
cost value over all classes, the internal class boundaries should correspond to
minor breaks in the surface and any regionalization should be fairly
homogeneous. Because this classification (referred to as BGROUP) utilizes
information regarding the relative location of data values, its implementation
requires a topological data structure for the base map as well as the data values
themselves.

DATA
For evaluating these different approaches to classification, a cancer mortality
data set was selected from West Germany originally published and mapped in

Atlas of Cancer Mortality in the Federal Republic of Germany (Becker et al.,
1984). The data in this atlas were collected at the level of the kreise
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administrative unit for which mortality rates were estimated by the authors.
Overall, there were 328 observations for each cancer; the kreise of West Berlin
was removed from the original data because it was a detached unit and did not
share common boundary with any other unit. Female stomach cancer, which
was highly positively autocorrelated in West Germany, and ovarian cancer,
which was randomly distributed over space, were chosen to test the effect of
spatial arrangement on each classification. No negatively autocorrelated
patterns were used because these patterns rarely occur in most geographic
processes. Each of these cancer data sets also were slightly positively skewed in
their respective statistical distributions.

In addition to mapping each cancer by both the Jenks' optimal classification
scheme, VGROUP, and the spatial structure method, BGROUP (see Figures 1
and 2), three artificial data distributions were classified mapped for each cancer.
These artificial data distributions are created to add differing levels of skewness
in the statistical distribution for the same basic spatial arrangement of data
values. A linear, arithmetic, and geometric progression (see Jenks and Coulson,
1963) of data values were generated and then assigned to kreise such that the
ordinal position of each kreise was the same for each progression as for female
stomach cancer and then the ordinal position of each kreise was the same for
each progression as for ovarian cancer. Thus, each progression has the same
statistical distribution for each cancer but a different spatial arrangement.
Finally, to keep the number of maps to a manageable number, only a five class
map was produced for each original cancer and every progression/spatial
arrangement combination.

RESULTS

The Jenks' optimal classification of original female stomach cancer data was
somewhat different than that for ovarian cancers as these two data sets had
different statistical distributions although both were positively skewed (see
Table 1). However, because the Jenk's optimal classification is based solely on
the statistical distribution, the class intervals for the three progressions were the
exactly the same for each progression regardless of how the values were
spatially arranged. Secondly, the linear progression resulted in the same number
of observations in each class. In this one case, optimal classification generates
the same result as traditional quantile or equal interval schemes. Thirdly, as
each artificial distribution became more positively skewed, more observations
were grouped into the lower classes because the Jenks' classification is
influenced by extreme values.
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The BGROUP classification method, in contrast, always produced a different
set of class intervals for each statistical distribution/spatial arrangement
combination (see Table 1). The number of observations for the linear
progression that was positively autocorrelated (matched with the female
stomach cancer arrangement) had fewer observations in the extreme classes than
for the linear progression that was randomly arranged. As each progression
became more positively skewed, more observations were grouped into the
lowest data class although at a much lower rate than in the Jenks' optimal
method.

TABLE 1
Number of Observations in each Class
Positively
Autocorrelated Random
VGROUP BGROUP VGROUP BGROUP
Original Class  #1 84 49 33 44
Data" #2 132 72 104 96
#3 56 98 120 84
#4 36 63 54 71
#5 19 45 16 32
Linear Class #1 66 49 66 82
Progression #2 65 72 65 70
#3 65 84 65 62
#4 65 76 65 49
#5 66 46 66 64
Arithmetic Class #1 119 103 119 84
Progression #2 67 59 67 71
#3 53 57 53 66
#4 46 63 46 63
#5 42 45 42 43
Geometric Class #1 211 138 211 145
Progression #2 50 81 50 69
#3 29 63 29 49
#4 21 30 21 36
#5 16 15 16 28

"The original data for the positively autocorrelated distribution were Female
Cancers and the original data for the random distribution were Ovarian Cancers.
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The overall result was that the spatial structure classification retained a
higher level of visual complexity as the data distributions became more
positively skewed especially for the data that was more positively autocorrelated
(see Figures 3 and 4). In general, the visual complexity of a map increases as
the spatial autocorrelation moves from high positive autocorrelation to random
to high negative autocorrelation (Olson, 1975). The VGROUP classification of
the geometric progression displayed a much larger homogeneous region of low
values for the positively correlated distribution than for the spatially random
distribution (see Figures 3a and 4a). Because the number of observations in
each class was more balanced for the BGROUP classification than the
VGROUP classification, higher level of visual complexity was retained for data
set. For example, the large white area associated with the lowest class of Figure
3a is broken up into other classes in Figure 3b especially in the northern tier of
kreise.

Quantitatively, this is measured first by the number of external and internal
class boundaries generated by each classification. Because the boundaries
between classes dominate the visual representation (Jenks and Caspall, 1971),
the more external boundaries, the more visually complex the representation. In
Table 2, the number of external and internal boundaries are matched against the
Moran I coefficient for each data set. Regardless of the level of autocorrelation,
the BGROUP classification always retained more external class boundaries than
the VGROUP classification. Secondly, the BGROUP classification retained a
similar number of external boundaries over the different data progressions.

Another measure of spatial autocorrelation and map complexity that has been
used for map classifications is Kendallrl'&s tau (Monmonier, 1974; Olson, 1975).
Similar to Moran's I index for metric data, Kendall's tau ranges from +1.0 to -1.0
for ordinal data with +1.0 associated with perfectly positive autocorrelation.
With respect to Kendall's tau, the results were more mixed; for the positively
autocorrelated distributions, the Kendall's tau value associated with BGROUP
classification was higher for the stomach cancers data and the geometric
progression and lower for the linear and arithmetic progressions. For the
spatially random distributions, the Kendall's tau value was lower for the three
progression and slightly higher for the ovarian cancers data. In general, the tau
values were about the same for both classification with the exception of the
positively autocorrelated geometric progression. Kendall's tau is influenced by
an uneven number of observations in each grouping; the more uneven, the lower
the value will be. Because the increasing skewness in the data resulted in the
VGROUP's highly uneven number of observations in each class, the tau value is
decreased.
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TABLE 2
A Comparison of the Level of Spatial Autocorrelation
By Different Measures of Complexity

Original Linear Arithmetic ~ Geometric
Positively Data” Progression Progression Progression
Autocorrelated
Moran I 0.759 0.636 0.723 0.807
# External VGROUP 466 515 483 322
Boundaries BGROUP 548 547 530 467
Kendall's Tau VGROUP 0461 0.485 0.493 0.381
BGROUP 0482 0.477 0.472 0.458
Random
Moran [ 0.080 0.053 0.069 0.095
# External VGROUP - 600 664 599 426
Boundaries BGROUP 666 681 679 599
Kendall's Tau VGROUP 0.036  0.036 0.050 0.036
BGROUP 0.039  0.022 0.020 0.025

"The original data for the positively autocorrelated distribution were Female
Cancers and the original data for the random distribution were Ovarian Cancers.

CONCLUSIONS

As expected, the Jenks' optimal classification was more strongly influenced
by changes in the statistical properties of a data distribution than the
classification that minimized boundary error. In all cases, the BGROUP
classification resulted in a map display that had more external class boundaries
than the Jenks' optimal classification. However, Kendall's tau measure for
computing spatial autocorrelation for grouped ordinal data did not detect much
difference between the two classifications except for the positively
autocorrelated geometric progression. The overall result is that the BGROUP
classification scheme probably retains more visual complexity and more
homogeneous regions than the Jenks' optimal classification scheme.
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ABSTRACT. In classification and regression tree (CART) analysis, the
observations are successively partitioned into a prediction tree. At each node in
the tree, the CART algorithm searches for the value of one of the predictor
variables that explains the greatest amount of variation in the response variable.
The observations are split into two groups at each node according to this splitting
criterion until the tree reaches a size that balances predictive power and
parsimony. We illustrate a method for mapping the spatial relationships in a
prediction tree when the cases are spatial. Each leaf in the tree has a unique set of
predictor variables and corresponding value ranges that predict the value of the
response variable at the observations belonging to the leaf. If the tree is arranged
such that observations with lower values of the splitting variable are always on
the left at each node, then there is an unambiguous ordering to the tree. One
method for assigning mapping symbols to the observations of the leaves is by
locating each leaf in a corresponding position along the continuum-of one of the
color visual variables. Observations that are closer in perceptual value to others
indicate a closer relationship in the structure of prediction.

INTRODUCTION

Classification and regression trees (CART) are a multivariate analysis
technique made popular by Breiman et al. (1984). Applications are varied:
examples include machine learning (Crawford, 1989), medicine (Efron and
Tibshirani, 1991), optical character recognition (Chou, 1991), soil classification
(Dymond and Luckman, 1994), forest classification (Moore et al., 1991),
vegetation ecology (Davis et al., 1990; Michaelson et al., 1994), animal
distribution (Walker, 1990), biodiversity (O’Connor ef al., 1996), and others.

In an application where the cases are spatial locations, the geography of the
prediction tree results may reveal insights into mechanistic relationships between
the predictors and the response. Mapping residuals from the prediction tree may
also help to identify missing variables or gaps in knowledge. Previous work in
mapping CART results includes Davis ef al. (1990), Walker (1990), Moore et al.
(1991) and O’Connor et al. (1996). We explore this idea by proposing an
objective method for assigning map symbols to the leaves of regression (or
classification) trees. We illustrate this mapping method with both simulated and
real data.



METHODS

In regression tree development, the midpoints between all values of all of the
predictor variables that are present in the data form the possible splits for the tree.
In the first step, sums of squares of differences between the observations and their
means are computed for all binary divisions of the observations formed by all of
the splits. The minimum sum determines the split. The observations are then
divided into two sets based on the split and the process recursively repeats on the
two descendent sets. Splitting continues until a stopping criterion is reached. We
used the cross-validation pruning techniques of Breiman et al. (1984), as
implemented by Clark and Pregibon (1992), and as investigated by Sifneos et al.
(in preparation), to determine the optimal size of trees.

We prepared two simulated data sets as examples. The first set consisted of
three predictor variables defined as two level (x1), or three level (x2 and x3), step
functions. The response variable (y) was defined as a four level step function.
All variables were defined on a 10 by 10 grid, simulating a spatial surface. The
steps were defined on one quarter or one half of the grid (Figure 1). The second
simulated set also consisted of three predictors, but these were samples from a
lognormal distribution (x1) and two different normal distributions (x2 and x3),
respectively. The response (y) was defined differently in each quadrant of the
grid to simulate the contingent effects of hierarchical interactions that CART is
well suited to analyze. The first quadrant was defined as y = x1 + 2x2 + 3x3, for
example, and the other quadrants as indicated in Figure 2.

In addition, we used portions of a data set from a fish biodiversity study
(Rathert et al., in preparation). For illustrating the regression tree mapping
method we used total fish species richness, including native and introduced
species, as a response variable. We used 20 predictor variables representing
climatic, elevational, hydrographic extent, and human impact effects (Figure 4).
All variables were provided for 375 equal area sample units covering the state of
Oregon. (The variable representing the length of 4th and higher order streams in
each sampling unit is not shown in Figure 4.)

We can think of the mapping of regression trees in the framework of
measurement scales. The terminal nodes, or leaves, of a tree contain
observations that have a unique chain of prediction rules with respect to other
leaves. The uniqueness property confers at least a nominal scaling on the leaves.
Because the predictor splits can be arranged in an unambiguous order with lower
values of continuous variables, for example, always appearing in the left
branches, an ordinal scaling can be imposed as well. (Nominal predictor
variables can meet this criterion with an arbitrary ordering of categories.) More
ambitiously, we may attempt to convey distance in prediction space by mapping
leaf positions to an interval scale. Color visual variables are good candidates to
symbolize these scaling distinctions. In this paper we present tree mapping using



ordinal scaling of the value or brightness dimension. We select a number, equal
to the number of leaves, of equally-spaced division points along the value scale.
In another paper we present a more refined implementation of this idea using a
recursive partition of the hue spectrum to mimic the recursive partitioning of the
observation space by the regression tree (White and Sifneos, in preparation).

RESULTS

The stepped prediction and response surfaces (Figure 1) produced a simple
tree that has perfect prediction. That is, the variation explained, computed as the
ratio of sums of squares in the leaves to that of the root node, subtracted from
one, is exactly equal to 1. The tree diagram expressing the prediction
relationship (Figure 1) followed the pattern of predictors precisely: the first split
recognized the division of the observation grid into two halves by x1; the left
branch of the tree representing the top half of the grid was split by x2; and the
right branch representing the bottom by x3. A multiple linear regression on this
data also achieved perfect prediction with an R-Squared of 1.

The contingent response from normally and lognormally distributed
predictors (Figure 2) produced, in one realization, a tree with six leaves (Figure
3). We applied the value scaling to the leaves and mapped the prediction groups
of observations on the simulated study area grid (Figure 3). The variation
explained by the tree was 0.71. A multiple regression with no interactions
between predictors produced a R-Squared of 0.28. (A multiple regression
including interactions between predictors would have a higher R-Squared.)

A regression tree analysis of the fish data set produced a tree with seven
leaves (Figure 5). Each of the six splits used a different predictor variable. The
variation explained by the tree was 0.72. A multiple regression fit with no
interactions had a R-Squared of 0.50, using seven predictor variables determined
through stepwise procedures. The map of prediction groups from the regression
tree revealed a strong east-west structure in Oregon (Figure 6). On the west side
of the Cascades, climate and elevation variables formed the prediction, while on
the east side, stream length variables. The value scale mapping of leaf prediction
groups with gray tones helped to identify this structure. Comprehensive analysis
of this data and an interpretation of the biogeography will be found in Rathert et
al. (in preparation).
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ABSTRACT

This paper revisits a more than twenty-five-year old idea of G. F. Jenks and
W. R. Tobler about the relationship between accuracy, information and map
complexity of choropleth maps. The problem of regionalization (sensu aggregation)
is treated within a spatial statistical context. For a map with N regions to be
aggregated into G groups, nonspatial hierarchical classification schemes disregard
spatial pattern and are prone to lead to non-contiguous classes (i.e., each group may
consist of a large number of patches). Restricting merges during clustering according
to neighborhood-topological relationships rewards contiguous patches of classes, but
may impose too strict, potentially misleading, constraints. To obtain more efficient,
less complex aggregate representations (e.g., maps) we propose to evaluate efficiency
by a modified version of Akaike's information criterion: AIC' = (-2 x loglikelihood +
2 x number of patches). It follows from the general principle of model selection, by
minimizing the sum of fitting error and some measure of model complexity, Socio-
economic, environmental and simulated data are used to highlight the characteristics
of this approach, which appears particularly useful when no additional information is
available to select the number of groups.

INTRODUCTION

The art and science of creating beautiful and meaningful maps based on some
two-dimensional distributions has attracted people for several hundred years. In
particular, major efforts have been focused on creating "the" spatial/cartographic
analogy of classification; i.e., to put the N elements (data representation units,
DRUs) of a two-dimensional lattice into G<<N "spatial groups”. Such tasks often
emerge in studies of socio-economic variables (e.g., defining wealthy/poor
neighborhoods), in environmental studies (e.g., finding locations of suitable habitats)
and in many other geographically-oriented fields.

Considering the frequent occurrence and diversity of applications of such tasks,
it is not surprising that several detailed studies and overviews have focused on the
series of "map-making" decisions and their optimization. Classical cartographic
treatises, typically under the "error and classification of choropleth maps" keywords,
can be found in Jenks and Caspall (1971), Monmonier (1973), Stegena and Csillag



(1986) and, in textbook format, in Robinson et al. (1995, p.517 ). More analytical
approaches to similar problems are dealt with in spatial statistics (with widespread
applications in econometrics, epidemiology, soil science) generally under the
"aggregation and the modifiable areal unit problem" headings, for example, in Unwin
(1981), Haining (1990) and Cressie (1993). A somewhat closely related array of
techniques have emerged in image processing usually refered to as "image
segmentation” (see, e.g., Schowengerdt, 1983, Kertesz et al., 1996). Several reports
recognized the relationships, and interactions, among these procedures and some
attempted to define a more general framework for "spatial data representation" (e.g.,
Maguire et al., 1991). Within the context of geographical information systems
(GIS), often linked with statistical software packages, "spatial grouping” is also a
frequently occurring common task, even if it is performed with diverse goals ranging
from illustration, detection and verification of spatial patterns, optimization of visual
and/or functional representation.

The real impetus for this paper, however, is an intriguing idea-illustrated on
the last, an apparently neglected, figure (see Figure 1) from the seminal paper of
Jenks and Caspall (1971).

FIGURE 1.

Relationship between accuracy
and information flow on maps;
redrawn from to Jenks and Caspall
(1971). The  accuracy  vs.
Ty complexity  relationship  was
information supported by empirical data; the
information  vs.  complexity
relationship was based on Waldo
Tobler's personal communication.
Interestingly, the choice of an
"optimal map"  does not
) correspond to either maximum
information flow, or to maximum
accuracy.

>

INFORMAT ION FLOW

INCREASING ACCURACY AND

INCREASING
MAP COMPLEXITY

This figure seems to suggest more challenges than conclusions:

» How does one measure information flow as a function of map complexity?

» What evidence supports the shape of the "information vs. complexity” curve? What
determines its position along the complexity axis?

» What evidence supports the existence of a unique intersection of the "information
vs. complexity" and the "accuracy vs. complexity" curves? What does its position
depend on?

» What algorithm is suitable for finding the optimal map?

» Assuming there is a unique intersection, what justifies the selection of the marked
"optimal map" instead of maximum information (or maximum accuracy)?



(RE)DEFINING THE PROBLEM: MEASURING INFORMATION LOSS

Let us define the problem as follows. The object set (T) consists of N units
(e.g., polygons in a coverage, pixels in an image). The data set (Y) is a
K-dimensional variable observed at each element of T. P©, a partition of T, consists
of G collectively exhaustive disjoint classes. Each class covers a region that may
consist of one or more patches. The special regionalization where all classes are
spatially contiguous (i.e., the number of classes (G) equals the number of patches
(R)) is called segmentation. Note that the finest partition, the only N-partition is
P™, and the coarsest partition, the only 1-partition is P®"), and the definition of
fine/coarse (and finer/coarser) is the usual. Let D(P) denote the discrepancy between a
selected regionalization and the observed phenomenon. In light of general statistical
model selection (Linhart and Zucchini, 1986), our model of choice should be
parsimonious, i.e., it should not have more parameters than the ones which can be
reliably estimated, for example, to avoid "overfitting". Thus, discrepancy consists of
two parts: one due to approximation, and another due to estimation. The first
component, D,(P), practically measures model complexity, and is often completely
neglected. The second component, Dg(P), measures the goodness of fit between the
sample and the chosen (approximating) model. In the above outlined classification
example it is the “loss of information due to grouping”, and it is most commonly
measured by the expectation of the negative loglikelihood. This leads us to Akaike’s
information criterion as a measure of discrepancy (Akaike, 1973):

AIC = (2 x number of parameters -2 x loglikelihood).

Our task is to minimize the discrepancy over the set of all possible partitions P*.
Note that P* consists of potentially very large number of elements (2~), thus there is
no real chance to find the exact solution. Clustering procedures, therefore, are
typically confined to some subset of P* while minimizing D(P). An acceptable way
to avoid the problem of comparing, and thus choosing from, models of different
complexity by computing D(P)=D,(P)+Dg(P), is to set G, i.e., to reduce the problem
to finding P9, the G-class map, with the smallest Dg(P). Cromley (1996) provides
an extensive recent review of comparing different "estimation discrepancies" with
given number of classes.

In this paper we will consider the problem when the number of classes (G)
is not known. Hierarchical clustering algorithms, for example, are suitable to scan a
subset of P*, the monotone aggregating (coarsening) sequence of P™, p®-D_ = pW),
i.e., they start from the finest partition (all elements form a separate class) and the
number of classes decreases by one in each step (by merging two classes) until the
coarsest partition, P, is reached. The algorithms differ from each other in the way
they decide which two classes to merge. The most common choice for Dg(P) is the
ratio of within-groups variance/total variance. The value of Dg(P) can be regarded as a
measure of separation of partition P. The Ward-method of clustering (Ward, 1963) in
each step selects the pair of clusters to merge by minimizing the increase in the
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above defined "estimation discrepancy" leading to the monotone increasing sequence
of Dy(P)™, ..., Dg(P)V. Note that there is no guarantee that any member of this
sequence is close to the minimum of Dg(P*).The likelihood in the case of a simple
product MVN(L,0) is:

£11,6,Y) = const x exp{-(1/2) x (1/6%) x Z[y, "]}

for which the (-2 x loglikelihood) reduces to the within-groups sum-of-squares if
0’=1. As Jenks and Caspall (1971) also note, accounting for Dy(P) only during
aggregation, one would always choose the map with each DRU being a separate
class, because D(P™) provides the "best" separation by value. Following from AIC,
the discrepancy due to approximation, D ,(P), should equal the number of classes (G).

In geographical applications, when judging whether a partition is "good" or
not, one is frequently concerned with pattern, the separation by location as well.
Assuming that we are looking at "dirty pictures", i.e., realizations, where some
"crisp" regions are blurred by noise, it is essential to use methods which are robust in
"finding" the regions, thus accounting for D,(P) as well. One approach in this
direction is the restriction of the subset from which a clustering algorithm chooses
classes to merge according to neighborhood-topological information. Such "patch"-
versions can be implemented for any hierarchical clustering, similarly to several
region-growing algorithms developed in image analysis (Landgrebe, 1980). If we
restrict merges to neighbors, the number of classes (G) equals the number of patches
(R) in each step.

AN EXAMPLE

Let us illustrate how these measures of discrepancy work with a simple
example. Figure 2a. shows a simple map of 64 DRUs with three classes (0, 8 and 9
represent values), which form three "crisp" regions, or patches. Figure 2b. and 2c. are
"standard" cartographic representations with three equal-count and three equal -interval
choropleth maps, respectively. Aggregating this map with Ward-clustering and its
"patch"-version, we can plot the within-group sum-of-squares (SSQw), the number of
classes and the number of patches for each iteration (Figure 3.).

To generate a measure of information (see Figure 1.), both clustering
procedures can be characterized by AIC (in this case SSQw+2 x number-of-classes);
cAIC denotes the case of Ward clustering and pAIC denotes the case of Ward_patch
clustering (Figure 4.). Note that cAIC practically serves as a stopping rule, but it
"stops" a little bit "early". Therefore, we propose to investigate a modified version,
cAIC'= SSQw+2 x number-of-patches for the Ward-clustering, because it retains
essential information about the pattern, while it is not prone to the restrictions of
Ward_patch. The minimum of the AIC-plots corresponds to the "minimum
information loss" due to the model, and such measures are particularly useful in
comparing the nested series of models generated by hierarchical clustering.
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FIGURE 2.

C

Sample map (a) with three classes forming three "crisp" regions (0, 8 and 9 are values).
Its three-class equal-count (b) choropleth map represents seven patches and its three-
class equal-step (c) choropleth map represents three patches.
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FIGURE 3.

SSQw (left) and the number-of-classes/patches (right) for the last 16 iterations of Ward and
Ward_patch clustering of Figure 2a. SSQw is the discrepancy due to estimation, and the
number-of-classes or the number-of-patches is the discrepancy due to approximation.
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FIGURE 4.

Plot of measures of
"information loss" for the
last 16 iterations of Ward
(cAIC, cAIC") and Ward_patch
(pAIC). The minimum of
these functions corresponds
to minimum discrepancy
between the model and the
observation.

Both cAIC and pAIC have minima at 3-classes/9-patches (i.e., each value in
Figure 2a. forms a separate class), while the minimum of cAIC' coincides with 2-
classes/3-patches. In other words, both cAIC and pAIC seem "to overfit" resulting in
a tendency to reduce SSQw at a cost of greater number of patches. One can apply
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cAIC' as an alternative stopping rule for agglomerative hierarchical clustering of
geographical phenomena.

A SIMULATION EXPERIMENT

To investigate the behavior of these measures of discrepancy we have
conducted a simulation experiment. Because we are interested in deriving some
information about spatial pattern (c.f. regionalization), noise with various levels of
spatial autocorrelation was added to Figure 2a, and these realizations were aggregated
using both clustering algorithms (Ward and Ward_patch). The spatial structure of
noise was controlled by the conditional autoregressive (CAR) parameter p (Cressie,
1993):

Y = MVN[u,0*(I-pW)']

where w,=1 for neighbor's (0 otherwise), and we set p1,=0 and 6°=1. Fifty realizations
were analyzed for p set to 0.0, 0.1, 0.2, and 0.245, respectively. Table 1. summarizes
the results for the two extreme values of p, and Figure 5. shows example outputs.

TABLE 1.

Summary of fifty simulations for extreme values of spatial autocorrelation. Rows contain
mean values and standard deviations for various measures of aggregation quality. Columns
refer to different merging and stopping rules for Ward clustering.

E=0 cAIC pAIC cAIC'

minimum 21.37 1.58 48.45 5.45 54.09 6.87
class 7.57 0.79 14.43 3.87 5.00 1.53
patch 35.14 5.05 47.86 6.52 15.29 6.50
iteration 56.43 0.79 49.43 3.69 59.00 1.53
SSQw 6.22 1.82 19.31 4.73 23.52 7.90
p=0.245 CAIC pPAICD CAIC'®

minimum 22.90 2.03 46.26 4.79 55.04 4.92
class 8.14 1.35 15.14 3.44 1 5.00 1.29
patch 33.29 5.47 46.86 5.90 16.29 3.35
iteration |} 55.86 1.35 48.86 3.44 59.00 1.29
SSQw "7.72 3.20 18.64 8.47 26.21 3.80

One would expect that as the spatial autocorrelation of noise increases the
higher the chance to mislead the clustering algorihtm by forming "artificial" patches.
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FIGURE 5.

Sample outputs from the simulation-aggregation study. Values of SSQw and AIC for a
"typical" run for the sum of Figure 2a. and spatially not correlated noise (a) and
spatially highly correlated noise (b). The corresponding 5-class maps corresponding to
the minimum of cAIC' are shown on (c) and (d), respectively.

Clearly, the cAIC' stopping rule is the most resistant to the increasing p; its average
choice for the number of classes remains the same (5.0), while both other measures
tend to choose more classes and even more patches (D,(P)), at each p. Of course, it
comes at a cost of greater Dg(P); the values of SSQw are significantly higher than for
the other two measures. It is important to note that in real applications, typically,
there is no information about the relationship between the amount of noise and the
nature of boundaries, therefore, there is always a chance to overfit to "islands" (when
using cAIC), or to "awkward patches" (when using pAIC).

TOWARD APPLICATIONS

The implementation of using any of the above described measures in
geographical analysis is relatively simple in commercially available GIS software.
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Below, two very different mapping problems are used to illustrate the applicability of
the findings where regionalization is the task. We have intentionally selected
examples, where no a priori information can be easily used.

Case-1: Regions of high acid deposition in the northeast US are intensively
studied to understand and predict its impact on the soil-water-plant systems. Since
long-term acid deposition measurements are only sporadically available, elevation has
been used as a surrogate for the amount of wet acid input into lake ecosystems (for
example, for defining sampling strata).
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FIGURE 6.

An east-west cross section of the Adirondack Mountains, NY, with the Voronoi-
polygons for 200 lakes from the Adirondack Lake Survey. A relatively smooth
variable, elevation (m) is recorded as a surrogate for acid deposition to delineate

variously impacted areas. Discrepancy values (last 30 iterations shown, (a)) for the
different clustering procedures coincide at 7 classes (b). The 7-class equal-count
choropleth map (c) gives a vastly exaggerated impression.

A subset of 200 lakes from the Adirondack Lake survey along the major elevation
gradient is used in this test. Figure 6. summarizes the results, which indicate that
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even in case of relatively smooth variation, traditional choropleth mapping (simple
histogram-partitioning) can lead to quite misleading results.

Case-2: In urban socio-economic research, the delineating regions (e.g., for
market, services, voting behavior) often aims to identify "areas of action" or "areas of
influence". Below, we show an example using percentage of unemployment based on
121 enumeration areas in the Greater Toronto Area. The three clustering procedures
result in significantly different regionalizations (Figure 7.). Because of the small,
intensively segmented southwestern section, according to pAIC, cAIC and cAIC' one
would select 13 classes (77 patches), 8 classes (72 patches) and 3 classes (19
patches), respectively. The "closest" equal-step choropleth map is shown for
comparison.

FIGURE 7.

Regionalization of
Y%ounemployment for 121
enumeration areas. The plot of
AIC (left) for the clustering
indicates vastly different
patterns. The map
corresponding to cAIC' and
the "closest" equal-count
choropleth map (below).
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CONCLUDING REMARKS

There are many conceptual models of geographical regions. When landscapes
are represented by some variables attached to some data representation units, spatial
statistical tools can be applied to "finding" homogeneous regions, especially when no
other ancillary information (constraint, requirement) is available. Within this context
we revisited the proposition of optimizing "information flow" (Jenks and Caspall,
1971) and compared three different measures of it using hierarchical (Ward) clustering.
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In a simulation study, accounting for the spatial autocorrelation of noise, we found
the modified, topologically sensitive Akaike information criterion a robust measure
to avoid "overfitting" and moderately "reward" contiguous patches. The immediate
next step should be to implement the CAR-based likelihood in AIC. The proposed
type os measure is relatively simple to implement in commercially available
software, at least to be used as guidelines in creating choropleth maps. It is also an
advantage, that the computation is straightforward to extend to the multivariate case
(i.e., regionalization based on more than one variable).
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ABSTRACT

This paper describes potential strategies for analyzing complex spatial
queries in multi-layer vector GIS. The purposes of such analysis are (1) to
reduce the size of the query, still providing acceptable accuracy, and (2) to
provide information to the user about how the query should be reformulated to
obtain an acceptable result. Several reasoning-based strategies for the reduction
of query size are considered: finding reasoning chains which lead to the most
accurate available approximation of a query; filtering out least significant
categories, identifying the most sensitive elements in a query which could
produce best gains in accuracy once re-specified. Since elements in a complex
query, including categories, relations between categories, and spatial context,
can be specified to a given certainty, the problem involves reasoning with
imprecise premises, and certainty propagation. The task is formalized within
the framework of determinacy analysis and logic which provide a
computational solution for the accuracy of a corollary statement (query result,
in our case) based on such “imperfect” premises. A series of experiments
demonstrate the dependence of the query accuracy on the absolute values and
on'the degree of certainty in definitions of each category and relation in the

query.

INTRODUCTION

Processing complex spatial queries is one of fundamental capabilities of
Geographic Information Systems (GIS). Formulation of query languages
encompassing a wide variety of spatial analytical tasks has been a subject of
extensive recearch in recent years (Ooi, 1990; Langran, 1991; Tomlin, 1990,
Egenhofer, 1992, etc.) Responding to a query can be fairly straightforward,
when it involves only an attribute database search. However, common queries
in cartographic modeling may involve more than one attribute, and require
overlay of several map layers, or some other geometric processing. Consider,
for example, a query “select areas in parks within the city, such that there is a
lake within the park, and also the area has slopes not greater than 5% and soils
of a given type”. A direct way to resolve such a query is to overlay maps of
parks, lakes, city boundaries, slopes, and soils. Though each subsequent overlay
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deals with smaller area, the solution may take a lot of computer resources.
Besides, a rigid following the definitions of the categories and relations may
result in a zero answer, without providing any information about how the query
should be reformulated, and thus making the “what-if” scenario of geographic
analysis with GIS a long and frustrating experience. It is important, therefore,
to resolve such a query, or some aspect of it, in a way that (1) minimizes the
processing time required to report the results, and (2) suggests how to improve
the query by re-specifying its elements.

The fact that each of the elementary query components can contain
uncertainty, requires their formal modeling as uncertain statements, and
modeling error propagation in combinations of such statements. This paper
investigates how such complex queries can be decomposed and optimized,
using a set of analytical and reasoning techniques known as determinacy
analysis and determinacy logic (Chesnokov, 1990; Zaslavsky, 1995).
Determinacy logic allows to estimate the binary truth values for syllogisms with
uncertain premises, and, conversely, to propagate certainty bounds in reasoning
chains. We will consider reasoning-based estimates of the area covered by a
combination of categories to be reported by a complex query. The paper starts
with a formalization of uncertainty propagation in a complex query, as a
reasoning problem. Then, we compare different methodologies for reasoning
about elements in such query. Finally, a series of experiments are described
showing the strategies for query improvement.

UNCERTAINTY IN A COMPLEX QUERY, AND ITS
FORMALIZATION

The complex query described above, has several important properties. The
results reported by a query depend on both definitions of categories (park, lake,
city, soils), and relationships ("within" and "intersect", in this case, see
Egenhofer and Franzoza, 1991, and subsequent works on qualitative spatial
reasoning on description of other topologically distinct spatial relations).
Uncertainty inherent in such definitions may be greater than uncertainty
associated with formal processing of geographic data in GIS, and it should be
taken into account during the translation of common-sense geographic
circumstances into a formal language of GIS queries.

It may be possible to resolve a complex query with acceptable accuracy
(within user-defined certainty thresholds) without performing an overlay. If a
sufficient amount of information about previous queries has been accumulated
in the system, new queries can be resolved with the help of a reasoning engine.
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Let’s consider a query based on elementary categories “a” and “c” from
layers A and C, respectively. Each of the categories is specified with certain
accuracy, that is, areal proportions of “a” and “c” in the entire area, P(a) and
P(c), are such that @, < P(a) < 6, and w, < P(c) < 6, , where

o and @ are some numbers in the [0,1] interval (here and below I follow the

notation of Chesnokov, 1990). The task is to respond to a query about the area
in overlay of “a” and “c”.

Beyond an obvious (and seldom useful) solution

0
max{ P(a)+P(c) - 1} <P(ac)<1, or

0
< <
max{w1 roo, - l} < P(ac) <1

the task can be described as a quantitative reasoning problem, in which
auxiliary information is used to better specify the relationship between “a” and
“c”. Suppose we don’t know the relation between “a” and “c”, but we have
accumulated information about the relations between these two categories, and
categories from other layers in the same database. Let’s call such other category
“p” from layer B, and characterize its uncertainty as @, < P(b) < 6,,

similarly to the specification of categories “a” and “c” above. Each of the
relations, (a—b) and (b —c), may be also uncertain, i.e. the areal proportions of

“

combinations of “a” and “b”, “c” and “b”, respectively, are described as:

ey

r, < P(ab)/ P(a)< s, r,, < P(bc) | P(b) < 5,
r, < P(ab)l PB)<s, ™ r,<P(bc)l P(c)<s,

The task then is to find such intermediate category “b” so that the syllogism
(a—b) and (b—>¢) = (a—>c) 3)
is true, and relation (a—c¢) is accurate within the preset limits

r; < P(ac)/ P(a) <s,;

ry < P(ac)/ P(c) < sy @

By obtaining a narrow estimate of P(ac)/P(a) and P(ac)/P(c), we would

€« 2

approximate a query involving overlay of “a” and “c”.
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ALTERNATIVES FOR UNCERTAINTY PROPAGATION IN
COMPLEX QUERIES

The desirable properties of a spatial reasoning engine for the problem
described above are: (1) ability to process inexact premises (which makes the
machinery of Boolean algebra inapplicable); (2) topological “conformance”, or
description of uncertainty as deviations from topologically distinct cases
requested by most kinds of queries; (3) ability to interpret the reasoning
outcome as proportions of areas rather than abstract certainty values, and (4)
ability to handle different kinds of relationships between premises, including
transitivity and multiple evidence. Below, we briefly characterize some
available reasoning schemes from the perspective of these desired properties.

Probabilistic reasoning

The most common way to solve the problem described above is to interpret
the proportions of areas as probabilities, and apply some probability
propagation technique (like Bayesian combination of beliefs). Some of the
problems associated with this approach are: (1) large size of a completely
specified model where knowledge of each category is conditioned on knowledge
of all other categories, and all of their combinations. This size is typically
lowered by using the conditional independence assumption, which is often not
true for geographic data; (2) transitivity as a fundamental element of material-
implication interpretation, is shown to be wrong in Al systems based on
Bayesian propagation (Pearl, 1988), and (3) arbitrary assignment of prior
probabilities. The critical question is whether the very interpretation of
empirical relative frequencies and areal proportions as probabilities is justified.
Following Kolmogorov (1951), for example, we can consider probabilities as
both purely mathematical objects (first section of his famous “Foundations of
the Theory of Probability”, 1933), and empirical frequencies in von Mises’s
interpretation (second section of the same book). From this perspective,
empirical objects should be treated as probabilities if they conform with the
axiomatics of probability calculus. Practically, in order to make the transition to
probability, it is necessary to specify a random process, and a homogeneous
probability field. None of these requirements are typically satisfied for common
data layers in GIS.

Fuzzy reasoning

Fuzzy representation of map categories is useful for modeling boundary
uncertainty (Burrough, 1989; Heuvelink and Burrough, 1993), and for
processing multiple statements with uncertainty. However, fuzzy membership is
different from certainty of statements which describe relations between
categories as proportions of areas. Lack of empirical basis of membership
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grades, and axiomatic propagation of membership values, make fuzzy
reasoning inadequate in the tasks of empirical analysis of complex queries to
traditional map information. Converting proportions of areas into fuzzy
membership grades would be another interpretational leap which is difficult to
Jjustify.

Determinacy logic

This approach, developed by Chesnokov (1984, 1990), focuses on
processing empirical conditional frequencies without interpreting them as
either probabilities or fuzzy membership grades. On the clementary level,
Determinacy Analysis focuses on statements in the form “/F a THEN b” called
determinacy statements, or (a—b), and accompanied by values of statement
accuracy (proportion of “b” in “a”, or I(a—b) = P(BA)/P(4)), completeness
(proportion of “a” in “b”, or Cla—b) = P(BA/P(4)), and context (portion of
the database for which the statement is examined). The main formal object of
Determinacy Logic is determinacy syllogism, a statement connecting two
determinacies, (a—b) and (b—c¢), to produce corollary (a—c). Its general
analytic solution, for arbitrary lower and upper bounds on the definitions of
categories and relations, has been obtained by Chesnokov (1990). The
advantages of determinacy reasoning over other reasoning systems when
applied to data in GIS, include: (1) material-implication interpretation of
certainty measures (i.e., the resulting measures of uncertainty can be expressed
in proportions of areas rather than in abstract units); (2) a computational
solution for bounds propagation is provided, versus axiomatic approaches of
other logical systems; (3) the conditional independence assumption of Bayesian
beliefs propagation is not employed; (4) transitivity syllogisms are allowed, by
contrast to Al systems based on Bayesian schemes; (5) qualitative reasoning
about topological spatial relations can be considered as its general case.

Within the determinacy approach, responding to complex queries can
proceed as follows (figure 1). Once the user specifies a spatial query about
relationship (a—¢) in context k, the system searches a previously accumulated
meta-database of relationships between “a”, “c”, and categories from other
layers, for such intermediate category “b ”, that combination of (a—b) and
(b—¢) produces the most accurate and narrow estimate of (a—c). If the
estimated accuracy of the query is not acceptable, the actual polygon overlay
has to be performed, with a direct computation of query characteristics. The
results of this overlay are appended to the database of relationships, to be used
in estimating future queries.

Each record in the database of relationships between layers represents a

description of a determinacy statement; its structure can be as follows: (1)
context of determinacy k (locational, incidence, neighborhood, directional);
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Fig. 1. Query implementation in a system based on determinacy logic

(2) the “argument” of determinacy (a—b), “a” (a single category, or a
combination of categories); (3) the “function” of determinacy (@—b), “b” (a
single category, or a combination of categories); (4) P(a) - proportion of the
study area covered by category, or combination of categories, “a”, in the
context k defined in the first field; (5) P(d) - - proportion of the study area
covered by category, or combination of categories, “b”, in the same context; (6)
accuracy of determinacy (a—b) = Area (a & b)/Area(a); (7) completeness of
determinacy (a—b) = Area (a & b)/Area(b). The information in this table can
accumulate in the self-learning process during regular work with the dataset.
Besides, the dataset can be left in a “training” regime, when the program builds
a meta-database for given contexts, or for certain layers. Eventually, sufficient
information accumulates and starts to produce reasonable accuracies of
corollary statements.

Currently, this approach is implemented as a loosely coupled set of
programs. Arc/Info is used to formulate and process queries, then the database
is dumped into a text file and processed with the LOGIC module of the
determinacy analysis package. This module is used in examples and
computations below.

Figure 2 shows a computational example of this scheme with the data from

the Klamath Province Vegetation Mapping Pilot Project (Final Report...,
1994). The chain producing the most narrow response to a query about the
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combination of “a” (“dense canopy closure on the coverage with 5 acre
minimum resolution”) and “c”(“Douglas Fir on the 40-acre coverage”),
includes “dense canopy closure on the 40-acre coverage” as the intermediate
category “b”. This reasoning produces the area estimate in overlay between “a”
and “c” as between 2.881 * 10°and 3.566 * 10° acres (the actual area is 3.235%
10° acres), i.e. the accuracy is within 10%.
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Fig. 2. An example of reasoning-based estimate of query results (source of data:
Klamath Province Vegetation Mapping Pilot Project, 1994). The value on each
arrow is accuracy of corresponding determinacy.

REFORMULATION OF A QUERY

Now suppose that the accuracy of the estimate obtained above is below the
user’s expectations, i.e. the area under the combination of categories “a” and
“c” is not in the interval specified by inequalities (4). The task then is to inform
the user about those elements of the query that need reformulation in order to
approach the desired accuracy in an optimal fashion.
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For the simplest case, the graphic idea of a solution is shown in Figure 3.
In this case, where ;= ; 0, =1; Fr2=¥a3="Fi3= M S12 = S23 = 813 =1, the
lower bound on accuracy v of the corollary statement (Chesnokov, 1984) is:

0
v=max 2-1e ®)
I-(1-p)Xu+1/ w)

The solution space is formed by
two volumes, the first one depending
on o only, and the second depending
on both © and p. For any point
specified in coordinates (o, p, v)
beyond these two volumes, it is
possible to determine its distance to

. . each of the volumes. It is assumed
F}g. 3. The so!utnon space for the that following the shortest distance to
simplest case is c_omposed of two the area where the syllogism is true,
volumes, depending on the context translates into suggested changes to
(ﬁrst), and on both context and the parameters of the query. For example,
premises (second). if the point in question is closer to the

first volume, it makes sense to
redefine the categories involved in the query (either the context of the category,
or its width, or both), and vice versa.

Below, we show the results of numeric experiments with the general
solution of determinacy syllogism, for arbitrary @;, 6, r,, and s, The purpose
of the experiments is to demonstrate which parameters (absolute values of the
context and the accuracy of the premises, and their certainty intervals) need
priority improvement to make the syllogism correct. The results are shown in
Figure 4. The contour plot on the left panel shows the dependency of the lower
accuracy bound of the corollary statement upon the context @ (horizontal
scale), and upon the accuracy of the premises u (vertical scale) in a query, with
1%-wide uncertainty of the context. For the most part, the increase in the
context values does not lead to any gain in accuracy until @ reaches 0.5 for
premises with accuracy 0.5 and higher. The accuracy of the query rapidly
increases when the values approach @ = 0.5 while the accuracy of the premises
remains low. In this case, which corresponds to situations close to maximum
avoidance between categories “a” and “c”, the emphasis on narrowing the
context would lead to dramatic increase in accuracy of the query. If the values
of the context are fairly low (0.1 - 0.5), and accuracy of the found premises is
above 0.6, only further increase in the accuracy of premises would pay off with
higher accuracy of the composite query.
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Fig. 4. Dependency of query accuracy on its components: on the context
of the categories (specified to 1% certainty) and accuracy of the
premises (left panel); on the width of certainty interval for different
absolute values of the context and accuracy of premises (right panel).

The second plot demonstrates the dependence of the query accuracy on the
width of uncertainty interval for the context. With the decrease in the
uncertainty of the context, from 0.2 to 0.05 and below, the query certainty is
gradually increasing, though the pattern of this increase depends on the
accuracy of the premises and, even more so, on the areal proportion of the
categories (solid lines correspond with @ = 0.8, dashed lines - with @ = 0.5,
and dotted lines with @ = 0.2). Significant increase in query accuracy with the
decrease of context uncertainty is achieved only for small absolute values of the
context. Other experiments showed that the increase in premises certainty
results in a modest increase of query accuracy until @ = 0.5, while with @ > 0.5
the result does not depend on how accurately the premises are specified.
Strategies aimed at narrowing the uncertainty of the premises would be most
successful if their absolute values are relatively low.

CONCLUSION

This work investigated the determinacy approach to formal modeling and
resolving complex spatial queries, in which both elementary categories, and
relations between them, can be specified with a certain accuracy. We showed
that by accumulating the descriptions of relations between map layers as simple
areal proportions, and identifying appropriate reasoning chains, it is possible to
arrive at acceptable query accuracy without performing costly overlays. Query
accuracy depends both upon uncertainty associated with categories and
relations, and upon the absolute values of accuracy of the relations and the
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context. Thus, such formal modeling can inform the user what elements of a
query need re-specification should the user require a higher accuracy.
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The growing volume and complexity of the World Wide Web creates a need
for new forms of interaction with information. Spatial metaphors have been in
the focus of interface research for a number of years. Recently, a related concept
called spatialization has emerged as one possible strategy for dealing with
modern information glut. However, the term remains ill-defined. We present a
definition of spatialization that is based on the notion of information spaces that
are non-spatial and high-dimensional. Through spatialization, they are projected
into a low-dimensional form and made accessible for visual interpretation.

We implement this method to a body of about 100 newspaper articles.
Following the extraction of keywords for each article, a multi-step process is
applied. It involves the construction of a vector-space model, the computation of
a proximity matrix and the projection into two dimensions via multidimensional
scaling. The resulting coordinate configuration is imported into ArcView and
linked with the keyword list. A number of visualization examples are shown, all
based on a representation of each article as a point. One goal of this research is
to investigate the feasibility of applying cartographic expertise to spatialized
representations. Cartographic generalization is among the tools that could
provide valuable inspiration for the visualization of large information spaces.

INFORMATION SPACES

Information is that which is inherent in a set of facts (Oxford Dictionary,
1996). An information space provides a well-defined strategy for organizing
information. It can be formalized by logic, mnemonics, metric or nonmetric
coordinates. The goal of the strategy is to facilitate navigation, browsing and
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retrieval of items. One creates a structure to support access to the content, in
effect.

Information spaces can be distinguished by the ways in which structure and
content are interwoven into a specific physical and conceptual form. They are by
no means new artifacts, introduced by late-20th century technology. Instead we
have been surrounded by and interacted with information spaces for a long time.
Newspapers are good examples. They contain chunks of information that is
neatly organized into articles that are placed in physically defined locations on a
page. To those that are familiar with the layout of a specific newspaper, it is an
easy task to find and retrieve articles dealing with a certain topic, for instance the
latest sports scores or developments in local politics. Given its relatively small
volume, familiar organizational scheme, and physical nature, a conventional
newspaper information space is relatively easy to navigate.

Other information spaces are more difficult to navigate. This may be due to
the sheer volume of contained information, the non-physical nature of the
storage or browsing medium, or to novel ways in which content is structured.
Perfect examples are large hypermedia spaces, such as the World Wide Web.

SPATIALIZATION

Definition

In recent years it has been realized that new kinds of information spaces will
require new methods for access. Among the most discussed strategic tools is the
employment of spatial metaphors. Spatial metaphors are at the heart of a
concept called spatialization. That term is applied in a variety of contexts,
notably in digital audio processing where spatialization facilitates the
identification of the location of sound sources in three-dimensional space.

Lakoff’s (1980) use of the term spatialization is the most influential as far
as the application of spatial metaphors in user-interface research is concerned.
Kuhn (1992, 1996) introduced “‘spatialization” into the GIS interface jargon.
Nevertheless, the term "spatialization” remains ill-defined. One common
tendency is to use it synonymously with “the application of spatial metaphors”.
Spatialization can be defined more rigorously and literally, by establishing that
formal spatial characteristics of distance, direction, arrangement, and pattern have
or have not been achieved.

We define spatialization as
a projection of elements of a high-dimensional information space into
a low-dimensional, potentially experiential, representational space.

Information spaces are generally high-dimensional, given the complex,
multifaceted character of their contents. Since the goal of spatialization is the
creation of a cognizable representation, the latter has to involve fewer, typically
two or three dimensions. It appears appropriate to use the term projection for the
occurring transformation. Spatialization applies formal criteria to project a
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view of contents into a reduced or simplified arrangement. Spatial metaphors
provide natural strategies for orientation and navigation. Other aspects of spatial
relations should also be established. These might include (for example)
ascertaining that distances are commutative, that spatial autocorrelation applies
to contents, or that changes in scale increase the level of apparent detail, in the
spatialized solution.

Related Research

Hypertext and hypermedia have long espoused the idea of supporting
navigation and retrieval through graphical representation of their structure and
content. These representations have gained renewed attention with the advent and
continuing growth of the World Wide Web. The majority of these visual
representations is two-dimensional. Traditionally, they have been called maps.
There are several principle ways in which visual representations of hypermedia
spaces can be created. Some are merely manually created two-dimensional
bookmark maps. Others, and those are the most common ones, are based on
structural characteristics of the hypermedia space (Woods 1995, Mukherjea &
Foley 1995). A third approach derives low-dimensional visualizations based on
an analysis of the textual content of hypermedia spaces. It is mainly this
approach that is being addressed by this paper.

Efforts are now being made to unify Web visualization with a more general
file space visualization, exemplified by Apple's HotSauce, based on the Meta-
Content Format (MCF),

In recent years much research effort has been invested into the investigation
of spatial metaphors for user interfaces (Mark 1992, Dieberger 1994, Kuhn &
Blumenthal 1996). Much of this is relevant and related to our notion of
spatialization. Refer to Kuhn & Blumenthal (1996) for an interesting overview
of the subject in tutorial form.

Surveying Information Spaces

In order to meaningfully spatialize information it has to be broken down
into meaningful units or 'chunks'. This can be illustrated by evoking the image
of a topographic surveyor who chooses to measure those surface points that have
geometric or semantic relevance.

What are the units into which information can be divided? Some
information spaces might appear to have a structure with an inherent “sampling
unit”. Examples for natural sampling units could be chapters of a book, single
Web pages or newspaper articles. All these are, however, meaningful only at a
defined level of interest. For example, there are instances when the focus is on a
whole web site instead of a single web page. One might want to compare and
correlate all the books on the shelf rather than all the chapters of a single book.
What we are dealing with is the concept of scale. Like the surveyor, we have to
consider both the intended scale and the purpose of our future representations in
choosing meaningful sampling units.
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As mentioned before, the goal of spatialization is to project contents of an
information space into an easily cognizable representational space. In order to
make the process consistent, its criteria have to be well-defined. One important
aspect to consider is that elements of information spaces can be related to each
other in many different ways. For instance, web sites can be related through such
factors as content, connectivity, lineage, or geographical location. The
combination of these factors forms certain configurations in an high-dimensional
information space. It is the assumption of the spatialization approach that the
metric qualities of these configurations can be numerically expressed and
projected into a low-dimensional geometric space.

SPATIALIZATION OF A NEWSPAPER INFORMATION
SPACE

Sampling the Information Space

Two editions of the New York Times, dated November 7 and November 8
1995, were chosen as input. We applied the spatialization concept to the 96
articles contained in Section "A". That time was just after the assassination of
Israeli Prime Minister Yitzhak Rabin and the news contained a large number of
articles highlighting various aspects of that event. Prominence of these current
events should be reflected in the final information space.

As sketched above, the choice of a sampling unit is one of the most critical
early decisions. The single newspaper article appears to be the best candidate,
considering its coherency and its limited size, relative to the newspaper as a
whole. ‘Some other choices, like a division of the newspaper into pages with
even or odd page numbers, would appear quite meaningless. However, in a
sufficiently large newspaper, it might make perfect sense to divide its content
into pages, each of which is dedicated to a certain subject area, like “Baseball”,
“Football”, or “Hockey”.

Next, a criterion must be chosen to distinguish articles from each other.
Theoretically, there are again many choices. One could refer to an article
according to its physical location in the newspaper, e.g. “Page 6, upper right
corner”. In fact, such a scheme can be useful when locating updated articles
within well-known structures. For instance, in a certain newspaper the baseball
scores might always be found in a certain location. Other factors could include
the length of an article or the number of photographs associated with it.

Our approach assumes that the newspaper information space is only a
special case of a much larger group of information spaces, including the WWW,
to which the chosen method should be applicable. It becomes obvious that one
factor will take precedence, namely, the content of the articles. It makes indeed
little sense to compare “page 6, upper right corner” with “http://www....”, but a
comparison of their actual content can bear useful results. The content of articles
forms the basis for our spatialization.

119



Technical Concept

The spatialization performs a content-based projection from the newspaper
information space into a map space. This requires the definition of two major
factors:

(1) Configuration of articles in the information space

(2) Projection method

Configuration of articles in the information space. This refers
to the location occupied by each article in the high-dimensional information
space. Following the principles of vector-space modeling (Salton 1989), this
idea can be taken quite literally. In a vector-space model the occurrence of
keywords in each article determines its location in an n-dimensional information
space (n = total number of unique keywords).

If we assume that the chosen keywords sufficiently express the content of all
articles, then the distance between articles in the n-dimensional information
space is equivalent to their similarity. This is the assumption behind the
widespread use of the vector-space model in many search engines, for instance on
the World Wide Web. The principle is to use one or more search terms as input,
form a vector of terms, and compare it to a stored list of vectors, each of which
represents the contents of a web page. The resulting numerical values are the
similarities/distances between the search term[s] and the web pages.

Projection Method. Tobler’s first law of geography states that
“everything is related to everything else, but near things are related more than
distant things” (Tobler 1970). One of the primary assumptions of our approach
is that a believable representation should be in accordance with that rule. Since
the vector-space model already produced a configuration that expresses similarity
through distance, a projection method is needed that strives to preserve these
distance relationships.

One such method has been utilized by social scientists for many years:
Multidimensional Scaling (MDS). It is a procedure that can be employed to
transform a high-dimensional configuration, given in form of a proximity
matrix, into low-dimensional coordinates. Over the course of several decades a
variety of MDS algorithms were introduced and tested (Torgerson 1958, Kruskal
1964, Sammon 1969, Carroll & Chang 1970). The ALSCAL procedure
(Takane, Young, and De Leeuw 1977) became the MDS method of choice for
many statistical software packages, like SPSS and SAS.

Vector-Space Model. For each article a number of keywords was
manually extracted. It was quite impossible to collect an equal number of
keywords for each article, which varied in (a) the total length, i.e. word count,
and (b) the level of generality. Some extremely short articles did not contain
enough substance to produce more than five keywords. Other articles highlighted
so many facets of a subject that even fifteen keywords hardly sufficed. On
average, the essence of an article could be captured with the extraction of about
ten keywords. Keyword extraction was performed independently by each co-
author, and keyword sets compared to check for consistency.
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A total of 415 unique keywords was extracted from 96 articles. They were
merged to form a term vector T':

T= [tl,tz,...,ti] =["AIDS"," advertisement",...," Rabin",...," Zyuganov"]

By matching vector T against each article individually, a term-article matrix
(size 415x96) is created, with values of "1" indicating the presence of a keyword
in an article and "0" indicating its absence. As a result, each article is
characterized by a certain arrangement of "1" and "0" in one matrix column. That
column vector describes the location of each article in the information space. The
distance/dissimilarity of two articles can be computed by comparing column
vectors. A variety of proximity coefficients exist to fulfill that purpose and the
choice between them is somewhat arbitrary. After several tests, a Euclidean
proximity measure was chosen:

n
_ _x. )2
Ajk = |:i§1(xij Xik) i| (Sneath & Sokal 1973)

(n = 415; X = term-article matrix)

By applying this Euclidean measure to every pair of articles (n=415), a
dissimilarity matrix is created (size 96 x 96). This matrix is input to the
ALSCAL procedure in SPSS. The output is a two-dimensional configuration
with coordinates for each article.

SPATIAL PRINCIPLES IN THE INFORMATION
SPACE

Earlier in this paper, we argued that a rigorous spatialization must establish
the presence of spatial metaphors such as distance, direction, arrangement and
pattern. These four characteristics can be used to build up compound metaphors
(autocorrelation, region building, intervisibility, etc.) The remainder of this
paper will demonstrate two concepts, namely region definition and scale-
dependence, in the newspaper information space. We begin with simple
visualization and exploration.

Visualization

With the help of desktop mapping tools, the two-dimensional coordinates of
each article can be linked with respective keywords. Figure 1 shows a point
visualization in which a number of points have been labeled. Each point
represents one article. The labels are created by accessing the first keyword
identified for each article. Notice in the Figure that the keyword "Rabin" appears
several times in the plot, thus we can determine that this visual display does not
preserve spatial uniqueness: the same information "place” can appear in multiple
locations. One might use this property to advantage, for example by linking a
network between regions (article clusters, in the plot).
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Figure 1. Spatialized Solution Represented in ArcView

One can perform simple queries that are common in desktop GIS. Figure 2a
illustrates how the graphical selection of a number of articles corresponds to a
highlighted section of the table. (The scatter plot in this Figure is a reduced
version of Figure 1). In the selection rectangle, all articles refer to foreign
events, from a U.S. perspective. In Figure 2b an attribute search is performed,
searching for all articles with the keyword "assassination". Corresponding points
are highlighted in the plot.
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Figure 2a. Selection of Articles from the Map
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These simple visualizations confirm three main clusters of articles: (1)
domestic events in the lower right corner, (2) foreign events in the upper half,
and (3) events in Israel on the left. The articles concerning the assassination and
funeral of Yitzhak Rabin form a distinct and distant cluster. The exceptions are
three points in the lower left of the map. These refer to articles surrounding
Rabin's assassination that were related to the U.S.. Examples are the Jewish
mourning in New York City and U.S. politicians attending the funeral in
Jerusalem.
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Figure 2b. Selection of Articles from the Table

Generalization and Scale-Dependence

As the focus of interest changes, e.g. from single books to single book
shelves, so must the visual representation of information spaces change. Two
options exist for obtaining more abstracted or more detailed representations.

, One option is to initiate a new spatialization, with different sampling units.
This would involve recomputing coordinates. Locations (and thus regions) in the
new information space would not be comparable to those in the first. The other
option involves a process that cartographers call generalization.

Its application to spatialized representations is most intriguing. Appropriate

generalization permits exploration of the rate at which information densifies
as scale changes, and will additionally preserve relative locations, permitting
multi-scale analyses of the information space.
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Figure 3. Visualization of spatialized data at three scales
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Figure 3 shows a simple example of generalization applied to the New York
Times information space. Three maps are shown, each at a different scale, with
more specific content revealed as we zoom in. The center point is the cluster of
U.S. events; as new keywords are resolved we can better define the fabric of the
local information space.

SUMMARY AND SEARCH FOR MEANING

To the casual observer, the spatialization example may appear quite simple
and almost trivial. One has to bear in mind that the complexity and
sophistication of spatialized representations has to be in tune with the degree to
which we can attribute meaning to each of the graphical components.

The processes leading up to the geometric configuration are complex. We
must be careful to understand the mathematical and statistical assumptions
underlying the geometry before reliable and meaningful interpretations of spatial
relationships can be made. This paper is a 'proof-of-concept' demonstrating that
existing statistical tools can be applied to generate information spaces, and that
the presence or absence of simple spatial metaphors can be established to explore
collections of information. As we move towards larger information collections,
and towards more complex representations, one can envision three-dimensional
models of information 'terrain analysis'. New questions might be asked, about
the meaning of slope, intervisibility as a metaphor for indexing or cross-
referencing. Other spatial analytic tools might be applied with varying degrees
of effectiveness.

The spatialization of information spaces is an important application for
geography. Early efforts for the mapping hypermedia structures were frustrated
by the complexity of large hypermedia documents. In the late 1980’s many
hypermedia researchers even concluded that complexity stood in the way of
navigating such documents and that spatial metaphors were unfeasible. What
they ignored was that there existed a field of science and technology that had a
wealth of experience in dealing with graphic complexity: cartography. Skupin &
Wieshofer (1995) point out cases in which proven cartographic principles are
being basically reinvented. Nielsen's (1990) ideas of "clustering” and "link
inheritance" are examples. With the growth of the WWW, spatialized
representations of hypermedia have found a renewed interest, but such notions as
scale and region building remain virtually unknown in the hypermedia research
community. This is a wide open field and cartographers have yet to discover it.
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The paper presents and discusses image based GIS icon maps — a umique GIS visualization technique. A
GIS 1con construct allows us to map and record the interrelation of several cartographic variables at each
location on a single 1image with minimal loss of information. GIS icon maps are designed for non-fused
visualization of several variables. In these image-maps the basic assumption of each cell representing a
single location is relaxed to permit multiple cells per original location. Every cell is transformed in the
GIS icon map into a patterned matrix of output cells—the icon. While the underlying system's data
structure remains single cell based, GIS icons can be seen as higher-level constructs that have sub-cell and
super-cell properties. As a result, GIS icons are more graphically versatile than the conventional single
pixel per location display. The only graphical element in a single pixel 1s tone or color. GIS 1cons
support additional graphical elements including length, width, shape, angle and orientation. Examples of
GIS 1con maps that were created using terrain and reflectance remote sensing data are presented. This is
followed by a brief discussion of the process for creating these maps. Careful design can lead to
information-rich and aesthetic maps. The resultant maps reveal macro 1nteraction patterns, while retaining
in a zoomed-in mucro view, full and easily visualized information for every variable at each location. The
paper examines the GIS icon construct from a number of graphic and spatial science perspectives including
computer graphics, spatial image processing in raster GIS, the elements of photo interpretation, issues in
cartography, and E.R. Tufte's principles of graphic design in "Envisioning Information". It is concluded
that GIS icon constructs can be used effectively for co-visualizing multivariate interrelation.

"At the heart of quantitative reasoning is a single question: Compared to what?" (Tufte, 1990).

GIS ICON MAPS—A VISUALIZATION TECHNIQUE

The research question 1s: How can dense pixel data layers be co-visualized — with each layer's
information visible? This seemingly basic question is non trivial. It addresses the ongoing challenge of
visualizing multivariate data. There are a number of 1mage overlay techniques used 1n digital image
processing. All involve tradeoffs that result 1n loss of information. GIS icon maps are unique in that this
loss 1s minimized while the visualization objective 1s maximized. Figure 1 shows three mput layers and
one output icon map.

Image based GIS icon maps were developed as a soft copy and hard copy GIS (geographic information
system) visualization techmque. The stimuli for their development came from a number of different
sources. GIS icon maps embody principles of graphic design based on Tufte's (1990) treatise on
Envistoning Information. The methodological approach is an adaptation of the work on iconographic and
glyph constructs for exploratory visualization in Computer Graphics (Erbacher, Gonthier and Levkowitz,
1995) (Levkowitz, 1991) (Levkowitz and Pickett, 1990) (Pickett and Grinstein, 1988) and (Pickett,
Levkowitz and Selizer, 1990) The software tools are those of spatial image processing operations using a
raster GIS (Tomlin, 1990) (Pazner, 1995). The GIS 1con is a result of adopting a combined approach
mvolving principles of visualization, a computer science glyph methodology, and 1mage based GIS tools.
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Figure 1: GIS Icon Map of Vegetation, Aspect and Elevation.
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GIS icon constructs allow us to map and record, both visually and digitally, the interrelation of several
cartographic variables at each location on a single image with minimal loss of information. Figure 2a
presents a close up view of an icon map including the underlying digital values. GIS icon maps are
designed for non-fused co-visualization of several variables. By non-fused it 1s meant that each original data
variable is present and retains a separate visual and numeric identity. In other words, we are dealing here
with a type of image overlay technique — one that is distinct in a couple of ways. Frst, the technique is
distinct in its ability to provide an answer to the research question we have posed, 1.e.: how can dense pixel
data layers be co-visualized — with each layer's information visible? Conventional overlay methods, which
apply overlay arithmetic and logic to a single pixel location at a time, involve loss of information as a
result of data fusion or superimposition. Second, unhke most other overlay methods, this technique relies
on a what may be termed a reworked data resolution in order to reach its goal. GIS icon maps, presented
here (Figs. 1, 2, 4) use sub-cell resolution pixel blocks to generate spatial neighborhood overlay patterns
within each location. In these image-maps the basic assumption of each cell representing a single location
is relaxed to permit multiple cells per original location. Every cell is transformed in the GIS icon map
into a patterned matrix of output celis—the icon.

EXAMPLES OF GIS ICON MAPS

The examples shown here use remote sensing terrain and reflectance data from a SPOT satellite stereo
pair. The study area, shown in Figure 3, is in the Campbell Hills, District of Mackenzie, NWT
(Canada). Nine icon maps were created for terrain variables, reflectance variables, and mixed 'hybrid’ icon
maps that show the interrelation between terrain and reflectance variables (Table 1). The GIS icon maps
were evaluated 1n terms of their usefulness for exploratory environmental visualization. Figures 2 and 4,
for example, show an icon map of three terrain variables: Elevation (DEM) data and two of its derivatives:
slope Steepness and Aspect. The DEM data was acquired from a SPOT satellite image stereo-pair.
Additional terrain variables which were derived and used in other icon maps include slope Inflection and
Drainage. Slope inflection is a measure of the amount of concavity or convexity of a slope location.
Drainage presents a computed drainage pattern based on pouring 'digital rain' on the terrain.

Examples of derived reflectance variables include the thematic results of remote sensing digital image
classification. The reflectance variables were derived from three bands of SPOT data: Green, Red and Near
Infrared. A 'V.LS!' classification approach (Card, 1992) was used to derive the three land classes
Vegetation, Impervious, Soil, and a Water class. The DEM data and the three bands of SPOT data are
orthorectified, registered to a topographic map, and aligned to one another. Table 1 itemizes nine GIS icon
maps by the terrain and reflectance variables used to produce them. Two of these are terrain variable maps
(1, 2) one of which is shown 1n Fig. 4, two are reflectance variable maps (8, 9) and the five middle maps
(3,4, 5, 6,7) are hybrids (for example see Fig. 1). Our experiments indicate that 3 is a good number of
variables to use in GIS icon maps in terms of their construction, visualization and interpretation. As can
be seen in Table 1, all but one of the maps are tri-variate. The hypothetical number of possible variables
in GIS icon maps is 2 —> n.

A good example of a GIS icon map 1s GIS Icon Map # 3 (in Table 1) which contains information on
Vegetation, Elevation and Aspect (Fig. 1). This map presents meamingful information in a visually
accessible manner. The interplay between the relationship of vegetation and aspect, and the relationship of
vegetation and elevation (acting here as a surrogate variable for lithology) is evident in the interesting
patterns and textures that appear on the icon map. The vegetation exhibuts a clear preference for southerly
illumination and for one of the lithologic units. A visualization of two variables exerting control over a
third. The individual data layers are shown as separate maps above the 1con map.

ESSENTIALS IN PRODUCING GIS ICON MAPS

We define a GIS icon map as a map in which every GIS pixel is transformed into a patterned matrix of
output prxels—an icon. A detailed account of how GIS rcon maps are produced is the focus of a previous
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3 Steepness
Elevation is represented by the
'flagpole’. Higher values are
brighter and lower elevations are
darker.

Aspect is represented by a 'sun'.
Southerly facing slopes are
brighter. North slopes are dark.
Steepness is represented by the
'stepped slope'. Steeper values

= are brighter.
Figure 2a: Close up view of a GIS Icon Map of elevauon. steepness, and aspect. The
screen shot shows the use of a numeric magnifying glass software tool to reveal the
digital values (e.g.: "exactly how high?"..etc.) of each variable, including 'hidden’
variables in the icon border.
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article (Lafreniere, Pazner and Mateo, 1996). A very brief description of the process 1s provided here. GIS
icon map experiments were done with Map-Factory (Limp, 1996), a raster GIS. A 10 by 10 matrix is used
as a uniform project icon size in this study Icon maps with 3 variables were found to be potentially
interesting, non-confounding and effective. A 10X10 icon provides sufficient space to design and place a
variety of variable symbols, such as pictorial representations and alpha-numerics. A 9X9 area is used for
the icon variables; one column and one row are reserved for creating a shared separating border around the
1cons (figs. 2c, 2d). A 10X10 icon means that the GIS 1con map will contain one hundred times more
image pixels than its nput maps. There may be a need to reduce the size of the input prior to generating
the 1con map. This can be achieved by extracting a subscene, by sampling every nth row and column, or
by interpolating to a coarser grid. Due to the trade-offs, several methods may be used in parallel. The input
data 1s then rescaled to a finer cell resolution — in our case a fractional cell resolution of 0.1.

A prerequisite for creating GIS icon maps, an icon matrix addressing system 1s a relative reference
system that is internal to the icon matrix and applied globally to all the icon matrices i the map (Fig. 2b).
A key procedure generates the icon matrix address map with a cell resolution equivalent to that of the
exploded map, where the cells in each 10X 10 1con matrix are numbered sequentially from 1 to 100 (Fig.
2b). The value for a given cell reflects the relative position of that cell (the row and column coordinates)
within the icon matrix . The purpose of the icon matrix addressing system 1s to enable the user to access
and assign a new numeric label to a single location, or set of locations, within each address block in the
address map (Fig. 2c). The procedure for creating the icon matrix addressing system 1s explained in detail 1n
Lafreniere, Pazner and Mateo (1996). The addressing system 1s created using a logical set combination
operation, with importance to order, of a cyclical row number map with a cyclical column number map,
both cycling with the desired periodicity. Such row and column maps can be created using standard raster
GIS operations that include distance measurement, automatic renumbering or category density slicing, and
overlay subtraction.

Now that each icon matrix has a common addressing system, the variable symbol designs can be
specified. The icon design is the result of assigning a new numeric label to a single location, or set of
locations in the icon for each of the vanables in the GIS icon image (Fig. 2c). Careful attention should be
given to the graphic design of the variable symbol and its implementation as a set of pixels. The
effectiveness and impact of the icon map will depend on the design of the variable symbols, the data, and its
colorization. Once the 1con design is determined the next step is to create a value template for each variable
in the icon design. A value template consists of a map where the collection of cells that form the vanable
symbol have been loaded with the data values for the corresponding vaniable (Fig. 2d). The process for
creating these maps 1nvolves three steps: creating the variable masks, processing the variable maps, and
creating the value template for each variable. Unless the variables have been normalized, arithmetic
adjustments need to be applied to the value templates to ensure that each variable has a unique set of values
which can then be colorized. All of the cells within the 1con matrix which do not represent variable values
are assigned a null value. Unused border cells can be assigned a null or zero value. The final processing
step 1s a straightforward overlaying of the value templates. The resulting map 1s the GIS icon map.

At this stage of the process the usefulness of the GIS 1con map depends on our abulity to colorize the
results effectively. The map needs to be assigned tone and color sequences that have been carefully chosen
for a specific visualization goal (Fig. 4). A gray-tone version is useful for getting a good first look and for
generating non-color hardcopy output (Figs. 1, 2). In addition, a gray monochromatic scheme is also useful
for image nterpretation of the results; providing an equal and controllable good dynamic range of tones for
each of the vanables (Figs. 1, 2). At certain viewing scales, gray icon maps can take on a textured
appearance (Fig. 1). Using color is tricky but can yield valuable visual patterns (Fig. 4). A single color
sequence can be applied in many different ways to a particular variable, highlighting different information.
Variables may be classed, ie. placed 1n value groupings, and the color sequences applied to the classes.
Different color sequences assigned to the various vanables will interact with each other and with the
background colors (Fig. 4). It is important to note that the icon design strongly affects the visual
patterning of the GIS icon image. For example, if one variable occupies a large area within the 1con, this
variable will tend to dominate the visualization. Therefore, icon design and colorization are critical factors
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Figure 3: The Study Area in the District of Mackenzie, NWT (Canada). The
study site in the Campbell Hills for which GIS icon maps were created is
highlighted. The airport of Inuvik and the Dempster Highway are visible in this
shaded relief, hydrology and vegetation satellite data composite.
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Table 1: Nine GIS Icon Maps of terrain and reflectance variables.
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in the effectiveness of GIS icon maps. Good data, variable selection, icon design and visualization can lead
to good interpretations.

EVALUATING ICON IMAGES FROM GRAPHIC
AND SPATIAL SCIENCE PERSPECTIVES

GIS icon maps represent a visualization technique. This section examines the GIS icon construct from
a number of perspectives mncluding computer graphics, raster GIS, photo interpretation, cartography, and
graphic design. GIS icon maps were inspired by the glyph and icon approach implemented in the Exvis
system developed by the computer graphics group at the University of Massachusetts at Lowell (Erbacher,
Gonthter and Levkowitz, 1995) (Levkowitz, 1991) (Levkowitz and Pickett, 1990) (Pickett and Grinstein,
1988) and (Pickett, Levkowitz and Seltzer, 1990). An example and brief explanation of Exvis appears in a
chapter on muluvariate geographic displays (DiBiase et al., 1994) in a book on visualization in modern
cartography, and in the book Visual Cues (Keller and Keller, 1993). In Exvis the icon design is based on
pixelated line segments somewhat similar to a stick figure with limbs portruding at various angles. Each
line segment represents a variable. The strength of the variable determines the orientation (angle) of the
line segment. The macro result are 'velcro maps' or images exhibiting various surface textures. A sound
(acoustic) interface helps interpret regional combinations. Due to the relatively large number of variables
represented (e.g.: five, seven, etc.) and the uniform graphic design of each variable as a line segment, 1t is
difficult to interpret local features in the image. As such, one could argue that the multivariate
visualization product ends up graphically scrambling and hiding information on how the variables are co-
related.

However, the fundamental notion of an icon design where an array of pixels is used to represent each
original 1mage location, is sound and holds considerable potential — given proper implementation. Our
question was: is it possible to develop an 1con image variant in a raster GIS environment? As this paper
and Lafreniere et al. (1996) demonstrate, 1t is indeed possible to develop a raster GIS model, or procedure,
that leads to the derivation of GIS icon maps. The model 1s implemented as a macro-like script which can
be reused, altered and adapted to varying data, 1con sizes, and icon element designs. A key difference from
Exvis is that GIS icon design is based on fixed micro location vanable templates, with color used as the
graphic means to portray variability. There are advantages to this static design for the end user in terms of
interpreting clearcut results based on a non-varying geometry. And 1t gives the map-maker control over the
variable template design (Fig. 2c), allowing him/her to create fixed diverse pictorial cues (e.g. a sun
template to reflect illumination, a tree template to represent vegetation, etc.). It also gives the map-maker
control over physical separation and graphic differentiation between variable templates in the icon design
stage.

GIS 1con design has a special ability to take into account the classic elements of photointerpretation
(Avery and Berlin, 1992). Visual vanables such as color, length, width, orientation, shape, size, pattern
and texture can be designed and implemented for optimal visualization impact (Buttenfield, 1993) (Bertin,
1983). While computer assisted image interpretation is routinely used to create derivatives for the human
interpreter, it has been generally limted to affecting pixel tone/color. A good example are false color
composites of remote sensing data which are single pixel column based. Both color composites and icon
maps are multivariate visualization products, and tend to be well suited for use with three variables. They
differ in that only icon maps offer multi-pixel, non-fused, and patterned co-visualization of the variables. A
multi cell approach 1s needed 1n order to represent and manipulate higher order elements of
photointerpretation than tone/color. While the underlying system's data structure remains single cell based,
GIS icons can be seen as higher-level constructs that have sub-cell and super-cell properties. As a result,
GIS icons are more graphically versatile than the conventional single pixel per location display. The icon
map approach points to the fact that there are substantial advantages to moving from a single pixel
processing mode to an aggregate pixel block (such as the icon). The image-processing and map-making
analyst that prepares GIS icon maps has some control over designing elements of photointerpretation that
can then be used by an image interpreter — the end user — which may or may not be the same person.
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GIS icon maps work best in color and, when viewed electronically, lend themselves to
dynamic data exploration of multivariate interrelation. Macro views reveal general trends
and patterns, while micro views stimulate local interpretations and hypotheses.
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GIS icon maps represent an 1nteresting cross between a modern pixel-based 1mage and a traditional map
composed of cartographic symbols. This has several implications on their use. Analyzing an icon map
may require a type of hybrid map reading and image interpretation skill — which may take some getting
used to. On the other hand, the potential exists to reap the advantages of interpreting image data while
reading easily recognizable cartographic symbols. In reading icon maps such as Figs. 1 and 2e, the
emphasis 1s on comparing between the 3-4 vanables that are depicted on each map. This 1s an exercise in
interpreting isolated-and-joined elements that is different from the interpretation of normal imagery (Fig. 3).
The 1nterpretation of icon maps nvolves explicit comparison of the inter-relation of the mapped variables.

Principles of graphic design based on Tufte's (1990) treatise on Envisioning Information were
deliberately incorporated into the design of GIS icon maps. Tufte discusses issues 1n layering and separation
n his book. Icon maps are inherently layered and can be read knowing that none of the layered information
1s neither covered nor fused (Fig. 1). GIS icon maps are also a good example of what Tufte terms micro-
macro readings. Consequently these graphic representations can be read ai a continuum of scales from fine
micro detail, through meso, to macro levels of detail (Figs 1, 2). Another well known design that Tufte
advocates using is small multiples (e.g.' the input maps at the top of Fig. 1). As this study shows (Table
1), 1t makes sense to design a famuly of icon maps, each depicting a subset of 3-4 variables. A graphic
layout of a number of such maps would be a good example of a small multiples graphic design. GIS 1con
maps provide non-fused co-visuahization within the eyespan. The visually continuous and uninterrupted
presentation of information within the eyespan runs as a recommended common design thread 1n Tufte's
exposition of graphic practises. Many of the guidelines for the use of color provided by Tufte 1n his chapter
on color and information can be readily applied to colorization of icon maps. This should come as no
surprise since Tufte draws heavily on Eduard Imhof's (1982) rules for the use of cclor 1n cartography.
Examples of color principles that are readily applicable to icon maps include the use of muted background
colors, the use of colors found 1n nature, the sparing use of very strong colors and contrast, and the need to
apply damage control measures to mitigate negative effects of interacting color elements. A color example
is shown 1n Figure 4.

The GIS icon map 1s a result of implementing a computer graphics glyph method 1n an image based
GIS environment while incorporating a set of graphic design principles. The software tools are those of
spatial image processing operations using a raster GIS (Tomlin, 1990) (Pazner, 1995). The model is
unique 1n that it approaches the map overlay problem in GIS in a non-standard way, based on changing the
cell resolution and using cell aggregates to achieve a spatial neighborhood based overlay. From a modeling
standpoint, the process of creating GIS icon maps can be seen as exploratory visual modeling or exploratory
data visuahzation. Smmular to exploratory data analysis, the process, not just the result, constitutes an
important part of the exploration. Exploratory visual modeling is achieved by performing various
modeling steps: the selection of sets of three variables, the design of the icons, processing the data
derivatives, running the GIS icon map generating model, coloring the results, and visual interpretation of
the results. The procedure can be done by a sole researcher or a team, and leads to familiarization with the
interrelation of data vanables which 1n turn stimulates interpretations, hypotheses, and new research
questions. Augmenting rather than replacing conventional one-pixel-per-location maps, GIS icon maps can
serve a unique and useful role 1n visualizing the interrelation of multivariate data  Possible applhications
include visuahzation of natural and artificial spatially distributed variables, gradients, indices, and
uncertainty. The relative simplicity and flexibility of the GIS icon map technique makes 1t a powerful tool
for non-fused visualization of multivariate data. Interpretation of icon maps can suggest further GIS
modeling in order to derive additional quantitative and visual results. With proper graphic design, GIS icon
maps can be created that have substantial aesthetic appeal.
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ABSTRACT

Vendors of database software are adding spatial capabilities to their
products. This paper compares the spatial data types and the spatial relations
which are recognized by a set of current commercial RDBMS and layered spatial
database management packages. While there is convergence on the notion that
databases should handle spatial information, there are both gross and subtle
differences in what this means. A range of types, relations, capability, and ease
of use is evident.

INTRODUCTION

Developments in database technology enable change in the practice of
automated cartography and GIS, but impose limits through the data models they
support. This paper describes the spatial data models that several current
vendors of extended relational database management systems implement. It
compares the richness of the data types, relations, and operators that each of the
several vendors now offer. Minimally, these need to support an applications
needs. More ambitiously, they might be hoped to support interoperability of
heterogeneous spatial databases. However, the range of differences, both in
substance and in nomenclature may inhibit this.

The relational model (Codd 1970) and relational databases have proven
extremely useful for many applications, but, only a few years ago, many in GIS
thought that spatial data were poor candidates for processing in relational
database management systems (RDBMS). More recently, it has become apparent
that extensible relational and object-oriented databases can meld spatial and
mainstream databases (Strickland 1994, Abel 1996). van Qosterom (1993)
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describes three approaches to incorporating spatial data in a relational database.
He refers to them as dual architecture, layered architecture, and integrated
architecture. We will not consider dual architecture further.

The layered architecture approach provides a layer of abstraction, in
practice a set of relational tables containing the spatial information, between the
user and the kernel of a standard RDBMS, which allows the user to think in
terms of a spatial model but then translates this into data types which are native
to the RDBMS. van Oosterom cites System 9, GEOVIEW, and CSIRO-DBMS
(Abel 1989) as examples. ESRI's SDE is another.

An integrated architecture is one in which the types of data in the database
are extended to include spatial data types. van Qosterom sites Intergraph's
TIGRIS, and several research systems, including his own GEO++ (van Qosterom
and Vijlgrief 1991), based on Stonebraker’s Postgress. Strickland (1994)
suggests that this ability to extend the relational model has allowed it to subsume
object-oriented database functions, and the resulting object-relational model of
extended RDBMS seems poised to carry the current vendors forward.

Mainstream commercial RDBMS vendors have also begun to offer spatial
data handling capabilities. However, the claim to have "spatial capabilities” is
vague. Vendors have taken different approaches, developing different data types
and recognizing different relationships among spatial entities in these extended
models. This paper is an attempt to make a pima facia comparison of the spatial
data models, spatial operators, and richness of the application programmer's
interface (API) provided in each of the major RDBMS' current release, based on
sales literature, product documentation, published descriptions, and inquiry. It
does not reflect hands-on experience or experimentation with the software. It
certainly may reflect misconceptions that more familiarity would correct. The
objective is to illuminate differences and similarities among the systems' spatial
capabilities. ~System administration, management, and security issues are
ignored.

DESCRIPTIONS

The following sections describe the objects, relations, and functions in each
product. The descriptions are grouped by system architecture.

Layered Architecture Systems

Some information was available regarding Sybase Spatial Query Server,
ESRI's SDE, and CSIRO-SDM (following SIRO-DBMS), all of which use a
layered architecture.

SIRO-DBMS (Abel 1989), implements spatial objects and an extended SQL
interface that recognizes spatial relations among them. This tool-box is built as a
lean layer upon which developers can build custom systems. The data model is
very similar to the U.S. Spatial Data Transfer Standard (SDTS) data model. It
includes: point, rectangle, simple line segment, line string, link, directed link,
chain, complete chain, area chain, network chain, ring, and both simple and
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complex polygon types). Topology is carried in relations of entities and
components. Points can be represented in relational tables. More complex
features can be built up from them, or have coordinates represented directly in
BLOB fields. It implements eight spatial operators as database search qualifiers:
mbrint, intersects, encloses, is_enclosed_by, crosses, is_connected_to,
within_buffer, and adjacent_to. Both the spatial model and operations are very
well chosen for GIS applications. They are accessed via a C API of
approximately two dozen functions. Quadtree-based spatial indexing is used to
enhance performance, and comparisons with Oracle's OMD indicate that SDM is
faster (Zhou 1995).

Sybase has spatial facilities through Spatial Query Server, a product from
Vision International, a division of Autometric Inc. The Spatial Query Server
(SQS) supports the definition of spatial data types spatial operators, and a spatial
indexing schema, within a Sybase SQL Server. The eleven supported Spatial
Data Types (SDT) are: point, rectangle, circle, ellipse, azimuth, line, polygon
gpolygon (polygons nested within another polygon), voxel, polygon_set, and
rectangle_set. The spatial qualifier operators are: intersect, inside, outside,
beyond, and within. Spatial queries are processed against templates defining a
geometric shape (i.e., rectangle, ellipse, circle, point, line, polygon, or
gpolygon). A spatial index may be declared on a column of an SQS data type.

ESRI's Spatial Data Engine (SDE) sits atop an Oracle (or other) RDBMS
but builds its own spatial layer eschewing Oracle's spatial data facilities.
Reputedly, for better performance. SDE's spatial types include: point, point-
cluster, spaghetti line, non-self-crossing line string, ring, polygon, and donut
polygon. Polygon nesting beyond a "doughnut hole" requires the definition of
separate (perhaps also "doughnut") polygons on down to the least enclosed
polygon. Spatial indexing is through a three-tiered partition of the user
coordinate system set up at the time of database creation. The API consists of
138 functions to enter, manage, edit, query, and annotate spatial and related
attribute data.  The SE_RELATION() function generates a bit-mask indicating
which of the following eight spatial relations hold among two objects (line
intersection, point in common, common boundary in same order, common
boundary in reversed order, spatially identical features, area intersect (at least
one feature is an area and the other is at least partially inside it), primary feature
contained by secondary feature, and secondary feature contained by the primary
feature).

Integrated Architecture Systems

Oracle's Spatial Data Option, CA-Openlngress' Object Management
Extension (OME) and Spatial Object Library (SOL), and Informix's Illustra 2D
and 3D Spatial DataBlades are examples of commercial integrated architecture
spatial relational databases. Some information was available for each of these.

Oracle's Spatial Data Option (formerly Oracle7 MultiDimension) claims
support for three types of objects (point, line, polygon) and three spatial relations
in promotional literature but the reference manual describes a more complex two
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tiered system of access. First, bins of data on retrieved based on five relations
(enclose, enclosed-by, overlap, equal_to, outside) between bins and three types
of query window (range, proximity, and polygon). Second, data points stand in
one of three relations (inside, outside, on_the_border) of the query window,
while line segments can also overlap the query window (Oracle 1996).

Oracle's basic spatial model is that of a point in an up-to-32-dimensional
space. The HHCODE represents a linearly-indexed bounded cell in the multi-
dimensional data space. The range query retrieves HHCODES falling in an n-
dimensional minimum bounding rectangle. The proximity query returns
HHCODES within a radius of a point, with the assumption that each dimension
is scaled the same. While one suspects what the polygon query should return, it
is not really clear. The opaqueness of “a polygon window is defined by
specifying a start and end point for each node, in two dimensions, up to a
maximum of 124 nodes” (Oracle 1996, p. 3-7) is daunting. Predictably, the API
1s more database- than space-oriented.

CA-Openlngress with the Object Management Extension (OME) and
Spatial Object Library (SOL) implements geographic data types and geometric
SQL functions. SOL comes from a partnership with Mosaix Technologies Ltd,
and "provides a rich set of library elements for application development. Data
involving spatial relationships can be handled by the database in the same
manner as the more traditional data types of characters and numbers. Using these
spatial shapes and functions, location data can be integrated easily into business
applications." Details on the relations and entities, however, are not provided in
the literature that has been examined to date.

Mlustra Information Technologies Inc. (since December 1995 a subsidiary
of Informix Software Inc.) calls its Illustra Server a "dynamic content
management system"”. The 2D Spatial DataBlade Module supports ten spatial
types: circle, directed graph, ellipse, line segment, path, point, polygon, polygon
set, quadrangle, and square/rectangle (Informix 1994, p. 2-1). Coordinates are
double precision. (Paths are allowed to be self-crossing. Polygon sets allow
nested and disjoint polygons via explicit parent-child enclosure declarations.)
Four functions (insert, update, copy, and micopy) convert external (string)
representations to internal C structure representations. The select function
returns a string representations of objects. While promotional literature
indicates that 2D Spatial DataBlade provides "over 200 functions" to create,
compare, manipulate, and query spatial objects, this count is generated by
overloading fifty-seven operators to handle multiple object-types as function
arguments.  For instance, the Boolean operator overlap, can be called to
compare objects of any type(s). The operators return the range of standard as
well as spatial data types.

The 3D Spatial DataBlade Module has eighteen 3D data types, (including
point, box3d, quadrangle, circle, ellipse, line segment, path, polygon, polygon
set, vector, unit vector, circular arc, rectangle, polyline/polyarc, polycurve,
polygon mesh, polygon surface, and polyface mesh). While promotional
materials claim "over 1,000" functions, these are in fact arranged as sixty-four
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overloaded function calls. Key relations (location, distance, overlap) are
incorporated in the database and accessible via SQL and a C programming APL
R-TREE spatial indexing is used as are "smart objects" in which the system
decides whether to store coordinates for small objects in a relation or as a "large
object".

COMPARISON

The following table summarizes the counts of data types and spatial
relations described above, attempting to penetrate marketing rhetoric. It appears
that the number of spatial data types ranges from 2 up to 18. This would seem to
reflect an ultimate foundation of point-based vector representation, coupled with
some differences in the level of abstraction and integration with which the
system is designed to work. The number of relations among objects in the data
base appears to range between 3 and 8 (or ?). There is much more variation in
the API sizes, which range from on the order of three up to 138. This range
reflects more the intended uses of products and the number of spatial relations
recognized in queries, and the number of functions in the application
programmers interface (API) as indicators of richness or expressiveness of the
representation and the system. The size of the API may also indicate how
complex it is to use. The table shows that there are differences, but masks what
they are.

System Data Types Relations API size
Sybase SQS 11 5 ?
ESRI SDE 7 8 138
SIRO-DBMS 12 8 ~30
Oracle SDO 2 3 3
CA SOL ? ? ?
Informix 2D SDB 10 4 57
Informix 3D SDB 18 4 64

The following sections attempt to more precisely compare the features of
these systems. The effort is made more difficult by differences in nomenclature
and the amounts of information that were available for each system.

Data Types

The following table indicates, for comparison, the spatial data types in each
system. It raises several difficulties with the information available from vendors.
These include differences in nomenclature, such as differentiating among several
meanings of “complex polygon”, and differences in levels of generality. For
instance, identifying a “quadrilateral”, or for that matter a “rectangle” type in
addition to the more general “polygon” in literature describing a system, without
also indicating how and whether there really is specialization, obfuscates rather
than clarifies system capabilities --- one might as usefully list pentagons,
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hexagons, etc. as types. Because of the limited treatment of 3D data in most of
these systems, and for the sake of brevity, the table leaves out many of the 3D
types in 3D Spatial DataBlade. Exclusion of a type from this list does not mean
that it can not be implemented in a given system, only that it is not mentioned as
a type in the system’s data model. In any event, entries in the table are my best
guess at native types from the information I have available.

Types SQS  SIRO- SDE SDO 2D- 3D-
DBMS SDB SDB
Point Y Y Y Y Y Y
Point Cluster N N Y N N N
Line Segment N Y Y Y Y Y
polyline N Y N Y Y Y
Ring N Y N Y Y Y
Topological Arc N Y N N N N
Simple Polygon Y Y Y Y Y Y
Complex Polygon Y N N N Y Y
Donut Polygon N Y Y N Y Y
Nested Polygon Y N N N Y Y
Circle Y N N Y Y Y
Ellipse Y N N N Y Y
Rectangle Y Y Y N Y Y
Rectangle Set Y N N N N N
Quadrilateral Y N N N Y N
Graph Network Y N Y N Y N
Layer N N Y N N Y
Azimuth Y N N N Y Y
Voxel Y N N N N Y

Only SIRO-DBMS seems to consciously support the topological arc notion
that is at the core of the US spatial data infrastructure. It is not clear whether this
signals anything. Perhaps it signals a general pulling back from data models that
have supported much analytic cartography and GIS. Perhaps it signals
realization that similar information can be recovered in reasonable time from
other types. Or perhaps it signals unfamiliarity with existing spatial data
processing techniques and / or a continuing model of separation of database from
spatial data processing.

Relations

Comparing these systems on the relations that they understand also proved
elusive. All of the systems provide some ability to extract data based on spatial
relations, essentially allowing spatial relations among objects to become part of
the qualifying predicate in a database selection operation.

The table below indicates the relations that each system recognizes. It
appears that these systems are very well matched in this regard, however, from
the system documentation, one once again gets the sense that there are
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differences in meaning among interpretation of these concepts. One difference is
in the types of data returned by queries on a given relation.

Operation SQS  SIRO- SDE SDO 2D-SDB 3D-SDB
' DBMS
MBR Intersect N Y N N N N
Object Intersect Y Y Y Y Y Y
Enclosure Y Y Y Y Y Y
Proximity/Buffer N Y N N N N
Contiguity N Y Y N N N
Spatial Equality N N Y N Y Y
Exclosure Y N N Y N N

The APIs and Operations

Comparing the number of operations that each system can perform on data
to produce new information reveals a bit about system orientation. Several of the
systems allow what one might consider more traditional GIS, or other
application, capabilities than simple data retrieval so that in addition to treating
relations as spatial qualifiers on retrieval, they can also return newly computed
spatial objects or measurements that result from performing a spatial operation
on qualifying objects. This capability makes a system seem more like a GIS
programming environment than a database interface, and indicates further
migration from a dual model of separating spatial and attribute data. Drawing a
distinction between what is retrieval and what requires computation of new
spatial objects or information in not easy. The following table attempts to
characterize each system by the number of functions it offers, in categories
structured after Roger Tomlinson's list of seventy-two GIS functions.

Function Class SQS SIRO- SDE SDO 2D-SDB 3D-SDB
DBMS

Input, Edit, ? 1 2 0 2 2

Convert

Overlay ? 1 3 1 3 3

Buffer/Corridor ? 1 1 0 0 0

Display ? 0 0 0 0 0

Elevation ? 0 0 0 0 3

modeling

Other ? 7 14 5 14 13

From this point of view, SDE is very GIS-like at the outset and the 2D and
3D Spatial DataBlades have considerable analytic geometric capability. Oracle
SDO and SIRO-DBMS' both seem more oriented toward accessing data for use
by an application program.
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CONCLUSIONS

From the comparison, a few general conclusions can be drawn. Vendors
have recognized that spatial data are worth supporting, and their attention to this
is paves the way for more GIS and cartographic use of RDBMS. Data access
will be increasingly easy for even very large databases.

The distinction between GIS and database software is blurred by the spatial
capabilities of current RDBMS. These range from bare data item retrieval to
fairly full analytic geometric manipulation of spatial data. Products with large
libraries seem to provide many GIS facilities. Expansion in this direction seems
likely. It is not yet clear what this will mean for GIS development. The potential
for GIS to be subsumed within database technology in the not too distant future
seems real, but systems to date lack much in the way of data input and spatial co-
registration.

The ranges of variation among the data types and operations are noteworthy.
While progress has been made toward standardization in the spatial data
community, and there is considerable convergence among the models in these
systems, the differences are impediments to adoption and to interoperability. It is
not yet clear which of these sets of spatial types and relations will prove to be
“most adequate”. Public benchmarks showing performance on a suite of
common GIS tasks under each data model would be interesting. So would
demonstrations of the effort required to move between these data models.

The problems in trying to make information about these systems
commensurate, and the concomitant limitations of the present paper should be
recognized. Differences in nomenclature and nuance make description-based
comparison suspect. This work was conducted without side-by-side access to
test these products experimentally. Additionally, firms have considerable
financial interest in the reputations of their products, and some consider detailed
descriptions of their capabilities to be proprietary information. The cooperation
of several firms in providing demonstrations and brief access, or even simply
being willing to sell documentation beyond sales literature to non-licensees of
their software is appreciated.
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ABSTRACT

High Performance Computing is becoming increasingly important to large
GIS applications, where the ability to store and access huge amounts of
social and environmental data is crucial. In this paper we propose a sys-
tematic strategy using what we term a virtual grid; a quadtree-based de-
composition of space used for the balanced allocation of distributed storage
space. We also introduce the concept of a quadtree spatial signature as
a highly compact spatial index for storage and retrieval. Our proposal is
generic in the sense that it addresses problems at all levels of a high perfor-
mance spatial database system, from the physical implementation of data
storage and access methods to the user level for spatial query and anal-
ysis, with the underlying parallel computing model being an increasingly
popular Network of Workstations (NOW).

1 Introduction: Parallelism in Different Lev-
els of GIS

Efficient handling of spatial data is a growing concern for GIS as the amount
of data available, indeed necessary, for addressing urban and environmen-
tal issues continues to increase. Terrabytes of data are now available from
various governmental agencies. All levels of a GIS, from data storage to
in-memory spatial operations and algorithms, can benefit from efficient
partitioning and parallel computing strategies. A number of articles have
been published in the topic of parallel strategies for GIS. Most of these,
however, have concentrated on individual spatial data structures or algo-
rithms [Wag92], [DDA92]. The more broad-ranging problem toward High
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Performance GIS (HPGIS), however, is how to partition large amounts of
complex and often highly interrelated data so that multiple computers can
each be assigned a fraction of the data and complete the task cooperatively
and effectively regardless of the task.

The physical implementation of any file structure involves allocating disk
storage in units of fixed size. These are called disk blocks, pages or buckets,
depending upon the level of description. We will use the term buckets. Con-
ceptually, a bucket is simply a unit of storage containing a number of data
records. Significantly enhanced performance in accessing large amounts of
data can be achieved if the multiple buckets needed to satisfy a single query
can be accessed simultaneously (i.e., in parallel). This can be achieved by
distributing the set of buckets representing an individual data layer over
multiple physical storage units. For locationally-based queries, maximal ef-
ficiency is achieved when the data are evenly distributed among the buckets
on the basis of their locational value. However, the geographic distribution
of data elements is typically highly variable, and often very clustered. More-
over, geographic distributions tend to be variable over time. Most existing
GISs do not presume any correspondence whatsoever between conceptual
ordering and physical distribution in storage. Since most GISs store data in
unordered pages of a file, some kind of spatial indexing must be employed
in order to avoid the inspecting large portions of the database unneces-
sarily. The virtual grid organization described in this paper is proposed
as an effective method for mapping of the geographical distribution of a
data layer to a physical storage distribution. The method proposed has it’s
root in a balancedfile structure called Grid File originally developed for a
non-spatial context in [NH84].

Spatial indexing structures currently used for geographic databases include
K-D-B trees, R-trees, Grid Files, and quadtrees, among many others (see
[Sam90] for a thorough review). These indexing structures usually store
key-pointer pairs where the ’key’ is the identifying spatial attribute or
shape, and ’pointer’ is the address of the whole record stored in the un-
ordered data file. The idea behind all spatial indexing schemes is to subdi-
vide a large search space into multiple smaller search spaces, so that only
those potentially relevant (and much smaller) parts need to be actually
examined for given query predicates.

There are important differences among the ways various indexing structures
split the search space. The two fundamental approaches, following the two
basic types of geographic data models, can be described as space-based
vs. object-based partitionings [NH84]. An index structure where partitions
are designed to contain, and to not subdivide objects, such as in R-trees
[Gut84], has object-based partitions. Other examples of this partitioning
strategy are K-D trees [Ben75] where the partitioning boundaries are drawn
based on the location of the point data being indexed.
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If, on the other hand, the partition boundaries are drawn symmetric to
all dimensions regardless of any particular object’s location it is a space-
based partitioning scheme. Quadtrees are the best-known example of this
partitioning strategy. Another distinction can be made among space-based
partitioning techniques depending on whether or not the partitioning is reg-
ular. The area quadtree is a regular space-based partition index, because
it always splits an area into four equal parts. In contrast, the Grid File
as adopted in another high-performance GIS context [CSZ93] is an irregu-
lar space-based partitioning scheme, since it divides the space into variable
intervals along each dimension. Below is a figure that illustrates these dif-
ferent partitioning schemes. Figure 1(a) represents an example partitioning
for an R-tree, where each rectangle is a minimum rectangle that contains
a set of objects or smaller bounding rectangles. Figure 1(b) represents the
partitioning for a K-D tree. The irregular spatial subdivision of a Grid
File is depicted by Figure 1(c) while the Figure 1(d) illustrates the regular
spatial subdivision of an area quadtree.

@ ). © @

Figure 1: Patterns of Spatial Partitions

Although the R-tree, K-D tree and derivative methods have gained atten-
tion recently for indexing geographic databases for storage and retrieval, the
area quadtree provides two significant advantages for parallel spatial index-
ing in a GIS context due to the regular subdivision of space. First, this
allows for an even allocation of data records into buckets to be performed
more easily. Although homogeneous areas or objects may be subdivided
into different buckets for storage, the even allocation of data among multi-
ple buckets becomes a more straightforward task. Second, the more direct
mapping between geographic location and bucket allocation makes parallel
retrieval of multiple layers on the basis of location a much simpler task.
These features will be further explained in the discussion later.
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2 Balanced Storage Allocation

In this section we describe the notion of the virtual grid, a quadtree based
space decomposition and spatial data storage strategy.

2.1 Concept of the Virtual Grid Spatial Data Storage
Model

The basic idea of the virtual-grid is quite simple. The space or geographic
area of interest is subdivided in the same manner as in normal area quadtree
subdivisions. When to stop the decomposition is determined by the total
volume of data within the resultant cells after each subdivision. Thus, an
area with sparse data will result in few subdivisions and an area with a
dense distribution will, result in relatively more subdivisions. The result
of the decomposition is a set of variably-sized tiles that covers entire area,
with each tile corresponding to a leaf node in the quadtree. For each spatial
tile, there is one data “bucket” associated with it that stores all the data
which fall within the geographical area represented by that tile. We call
our quadtree-based storage model a wvirtual grid for several reasons. First,
the spatial resolutions of the stored data are not hierarchical, and the sub-
division does not need to continue until only homogeneous spatial data are
contained in the tile. The resulting set of partitions is a grid with variable-
size tiles. Second, this irregular grid is a partitioning scheme only, with the
individual tiles created by this partitioning potentially dispersed on differ-
ent disks, as well as on different machines. Third, the subdivision bears
no relation to the storage format used for the data themselves. The data
within the subdivisions for any given data layer can be stored as vectors or
" pixels in accordance with the nature of the data.

Figure 2 illustrates the relationships between the individual tiles and data
buckets for a given partitioning. The philosophy behind the use of the
quadtree as a regular, hierarchical, location-based partitioning method stems
from the simplicity of the area quadtree scheme, such as described in
[Peu84]. The essential notion here is to provide a mechanism to even-out
physical storage for what can be highly uneven and variable data distribu-
tions over geographic space, while still allowing efficient data retrieval for
-overlay and other layer-based operations.

Figure 2(a) represents a set of geographical data forming a layer of, say,
land use on a set of islands. Figure 2(b) is the tiling of the corresponding
layer, where there are 13 tiles numbered from 0 to 12. In figure 2 each
tile is seen to correspond to a quadtree leaf node, with the whole quadtree
(including both internal and leaf nodes) shown in Figure 2(c). If the data
for a particular region are more dense than others, that region is always
further divided into smaller tiles so that the volume of data contained within
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Figure 2: virtual grid, tiles, buckets and their relationships

any individual tile is approximately equal, regardless of the size of the
geographical area represented.

2.2 Construction of a Virtual Grid

Now we consider how to construct a virtual grid for an individual layer of
geographic data. It is worth mentioning that during the construction of the
virtual grid we actually maintain a quadtree in memory to keep track of
the levels and areas of the subdivision. As stated above, the level at which
subdivision stops is totally determined by the amount of data contained
within a tile. This amount is dictated by the size of a single bucket. All
buckets are equal in their maximum size or capacity.

Given the bucket size, we now briefly describe how to store raw data records
into a database in the sequence of Morton order, or equivalently speaking,
how to the build the virtual grid (and hence the corresponding quadtree)
in a bottom-up manner, in contrast to the normal top-down method.

The procedure is that we sort the raw data records first using the Morton
order (or Z-order). This may involve calculating the Morton address for
each record and sorting the records based on their addresses. Once sorted,
we scan the records and add them sequentially into a bucket until it’s
capacity is reached. At this point we examine the Morton address of the last
spatial object stored into the bucket, from which we are able to determine
what is the smallest tile or quadtree node that should be associated with
the bucket.

The following is an example showing how we load a set of spatial point data
into a virtual grid using the bottom-up process.
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Figure 3: construction of a virtual grid

In Figure 3 we assume each bucket can hold 3 points, and the 15 data points
to be stored have been labeled with Morton addresses and sorted. Upon
the addition of the first three data points into a bucket, with the last point
having a Morton address of 15, we form the corresponding tile A (which
is associated with the bucket,) and it’s three sibling quadrants, which have
no buckets associated yet. Repeat this procedure and we eventually have 5
buckets with corresponding tiles being those black leaf nodes of the quadtree
shown in figure 3.

The bucket size, as an important system parameter, has to be determined
before raw data can be loaded into the database. As for most high perfor-
mance database storage strategies, there is the issue of optimization: What
bucket size provides the optimal performance given the distribution charac-
teristics for a specific type of data? If the bucket size is too large, then the
speed efficiency of doing operations in parallel is not fully realized. If the
bucket size is too small, then the increased traffic of I/O operations caused
by doing too many separate data access operations simultaneously can by
itself slow down a computer, and indeed an entire computer network.

During the construction of a virtual grid, splitting of (large) objects may
occur as a consequence of reallocating an overflow bucket. In our virtual
grid storage model, when a bucket overflows, we subdivide it’s correspond-
ing tile into 4 equal quadrants; and reallocate the data in the bucket into at
most four new buckets, depending on the data distribution in the original
tile. During this subdivision and reallocation, if an object is large enough
to cover more than one sub-tiles, we will split it and store partial objects
into new buckets where they belong.

The last step of constructing a virtual grid will always be to construct a
compact description of it, called a quadtree spatial signature, to be described
in next section, and store the signature in the database catalog along with
other meta information of a data layer.
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3 Quadtree Spatial Signature

The whole idea behind the wvirtual grid notion is that when time-consuming
operations over large volumes of data are to be performed in parallel, us-
ing a “divide and conquer” approach, we need to physically map buckets
onto multiple physical storage areas in order to achieve three things; 1.)
physically balance the load for large data access operations, 2.) provide
an efficient indexing mechanism so that the physical location in storage of
any given data element can be determined quickly and with a minimum
amount of disk access, and 3.) when doing spatial join of multiple lay-
ers, we can have an intuitive approach to associate geographically-relevant
buckets from different layers onto multiple computers, due to the nature of
the virtual grid.

In this section we present our method for achieving this, utilizing something
we call the quadtree spatial signature.

We define a quadtree spatial signature as a compact mapping of where data
elements are located spatially into a search path within quadtree-space.
Since quadtree subdivision was used to create the data tiles, this provides
a quick index that quickly eliminates consideration of any geographical
areas that are "blank” as far as the data in question. It also provides a
rapid conversion from geographic space to storage location, and due to the
regularity, it provides an intuitive method of assigning buckets of different
data layers based on geographical relationships, which will greatly enhance
the effectiveness of parallel processing of multiple layers.

Given a quadtree, it’s spatial signature is simply a set of bitmap strings,
with each level of the quadtree having one bitmap string, as shown in Figure
4. For any given level of a quadtree, the bitmap string is an array of value
’00’, 01’ or ’11’s, based on the type of a corresponding tree node in that
level. An internal node is labeled as ’01’, while empty leaf nodes are labeled
as '00’, and black leaf nodes (which have data in corresponding buckets)
are ’11’s. Note that even if, for a particular level, there is no tree nodes
at all, we still assign '00’s to their corresponding positions in the bitmap
array, because our bitmap strings represent a complete quadtree.

At a first glance the size of our signature may seem to be quite large,
since it records information for every nodes of a complete quadtree. But
in implementation one can always use compression methods such as run-
length encoding to store the bitmap, as there are many repeated ’0’s or ’1’s;
and the size of such a quadtree signature is actually quite small (about less
than hundred KBytes for a quadtree of 10 levels).

Our spatial quadtree signature has the following properties:
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Figure 4: An example of quadtree spatial signature

e Morton addresses or Z-order numbers are used as an index inside the
bitmap array of each level. The Morton address for each quadtree
node in a given level is calculated using the spatial scale corresponding
to that level. In this way the status of any tree node in that level
can be obtained by calculating it’s Morton address and index into the
bitmap array. For example, in Figure 4, the bitmap string for level 2
is ’01’, ’11°, '11°, ’01’, indicating that the four nodes (whose Morton
addresses are labeled as 1,2,3,4 in Figure 4(a)) are internal nodes, leaf
nodes, leaf nodes and internal nodes respectively.

e For an internal node in a higher level with Morton address N, the
status of it’s four quadrants can be obtained by looking up in the
bitmap array of the next level at those positions from (N-1)*4 to
N*4. Similar direct determination is possible from a child node to it’s
parent node.

e For a bitmap array, only those elements with value 11’ are leaf nodes
that have buckets associated with them. The number of tiles of a par-
ticular size in our virtual grid can be easily obtained by scanning the
corresponding level’s bitmap array and count the number of elements
with value ’11°.

o This set of bitmap arrays can serve as a spatial index; and mappings
between ’11’-valued elements (tiles) and actual storage buckets can
be easily established based on the level number and array index for
the elements. This removes the need for disk-based spatial indexing
structures such as R-trees or K-D-B trees; and converts spatial search
into in-memory calculations based on the set of bitmap arrays and
searching rectangles (used in range search). The bitmap arrays also
remove the need for maintaining expansive quadtree structures in
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memory, since all the information has been retained in the set of
bitmap arrays.

¢ The data distribution information at different spatial scales (tree lev-
els) are maintained in the different levels of bitmap arrays. This is
useful for scale-sensitive operations.

One of the most important rules to follow in applying parallel strategies
to spatial operations, is that the load allocation algorithm must take into
account not only how to balance the amount of data to be processed indi-
vidually, but also how to assure that the data allocated to a computer are
as geographically clustered as possible in data-space.

Below we will briefly describe how to use our quadtree spatial signature in
balancing load that meets these two requirements, on a simple but increas-
ingly popular parallel computing model of NOW (Network of off-the-shelf
Workstations), where a master computer allocates data buckets to multiple
slave computers so that spatial operations can be performed locally and
concurrently by each slave on the protion of data it receives.

The main allocation procedure (for single-layer based operations), is that
for each bitmap array, we maintain a cursor indicating the next un-allocated
bucket (tile) in that level. Starting from the left-most ’11’ element of all
the arrays, which is the first tile in our virtual grid, advance the cursor in
that array for following consecutive "11’s, until the limit of bucket number
for one computer is reached or an element of different value is encountered.
In the first case, we allocate the set of buckets traversed to the first slave,
and continue for the next slave; in the second case, where we encounter a
different type of element, we will need to look at the array either above
or below the current array, based on whether the element with non-’11’
value is an empty node or internal node. We then advance the cursor in
the other array in a similar manner until we find the first 11’ elements,
and records all the consecutive elements of ’11’s as the set of buckets to be
allocated to next available slave computer. We then repeat this step until
all the buckets have been allocated; or the available slave computers are
exhausted.

For the example virtual grid of Figure 4, if we assume each processor can
handle at most 3 buckets of data, then using the above algorithm will
result the sets of tiles like (A,B,C), (D,E,F), (G, H, I), (J,K,L), and (M).
This allocation is well-balanced and presents a good level of geographical
adjacency among tiles within each working set.
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4 Conclusion

In this paper we presented a systematic strategy for high performance GISs
that need to deal with very large data volumes. We proposed a virtual grid
structure for distributing the storage of unevenly distributed spatial data in
an even way; and suggested that a simple structure called the quadtree spa-
tial signature can be effectively used in guiding the dividing of work load for
time-consuming spatial operations. Finally, we want to emphasize that our
method may also be extended into hexagonal and triangular tessellations
as well.
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ABSTRACT

The most common ways to graphically represent geographically referenced data (geographuc data) m computer-compatible
form are raster and vector Conventionally, raster and vector are considered to be two different and independent ways to portray
geographic space. Software programs are developed to deal only with raster or vector data. Of course, there are computer
applications that aliow the simultaneous display of raster and vector data, but mternally, different software routines deal with each
data type This 1s wefficient and costly. At The Ohio State University Center for Mapping, we have been working on the
conceptualization of a mghly advanced mapplng system the Total Mapping Sys1em (TMS) One aspect of the TMS is data
distribution In dealing with this topic, we decided to mvestigate some fund questions about data models. Are raster and
vector really different types of data? If not, 1s there a common framework which expresses both datasets as umque data types? Is
there a need for a different type of geographuc representation (besides conventional raster and vector)? This paper presents the
results of this research

BACKGROUND

There are many ongoing research efforts toward the development of new alternatives to conventional mappmg The Total
Mappmg System (TMS) concept, in development at the Center for Mapping, 1s one of them. The TMS will support
comprehensive real-ime acquisition, processing, and distribution of up-to-date geographic information. The Aiwrborne Integrated
Mappmg System (AIMS) 1s one component of the TMS and is currently m development at the Center for Mappng

The goal of the AIMS mtiative 1s to develop a fully puter-ce ble, real-t pping system “capable of large-scale
mapping and other precise positioning applications” (Bossler, 1996). Tlns airborne system will mtegrate state-of-the-art
posttioning and mmagimg technology such as. differential GPS, INS, CCD, laser, and infrared sensors As indicated by Bossler
(1996), the goals of AIMS are to. (1) acquire position and orientation of an acnial platform at 5-10 centuneters and ~10 arcsec,
respectively, m real-time; (2) perform essential processmg of digital images such as histogram equahzation and imprinting m
real-time, (3) generate dense ground control coverage in real-time, and (4) post-process digital imagery to calculate feature
coordmates at submeter accuracy and to automatically recognize targets

The end product of AIMS will be ground images with a large ber of three-d 1 ground control pomts generated
in real-time. This will eluninate the current need for ground surveying and post-flight photogr 16 triangul and could
provide very p rehef rep 1on But, AIMS needs to be compl d with other h projects 1 order to achieve

the goals of the TMS Of course, one major problem to be solved is the automatic extraction of terrain features from the remotely
sensed 1mages.

The major obstacle for the automatic extraction of features from remotely sensed mmages 1s the limited amount of explicit
information m the images A possible sol to this problem is to the t of exphicit mformation per pixel This
can be achieved by combming different sensors as part of a new data acquisition system such as AIMS. Additional sensors may
be thermal cameras, laser profiler and magmg laser, SAR, SLAR, mterferometric SAR, and/or multi- and hyper spectral

scanners (Heipke and Toth, 1995) Using Figure 1 and Set notation. this concept could be expressed as follows

A conventional pixel carries today three pieces of mnformation two planar coordnates (I,J) defining 1ts location on the
mmage, and an attribute The attribute 1s usuall, a graphic attnibute, such as color Thus can be wnitten as.

P={1,7], Attribute} (¢))
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Let us consider a different type of raster image,
Ry={P, P P..} 2)

where P, mdicates a particular pixel. Each pixel, besides the conventional mformation, has information generated from the
different sensors For example,
P, = {LJ, Attribute, ¢, A, elevation, g, 1, t b, ...}, 3)

as defined in Figure 1 These ideas fundamentally change our conceptualization of raster data. Under this concept, pixels carry a
nich amount of positional and attribute information It 1s expected that pixels belonging to the same terrain feature have a subset
S (of P,j) of commeon characteristics. With enough integrated sensors, 1t 1s possible that these charactenistics are sufficient to
automatically recognize the outline of each terrain feature

New mapping concepts such as the TMS of The Ohio State University Center for Mapping will radically change the field of
geographic data generation. But, they will also change our 1deas about data models It 1s clear that the current raster model will not
be able to satisfy the needs of systems such as the TMS. Thus, we decided to study the problem of conventional geographic data

models.
J
Hyperspeciral - H= ¢y, by, }
J L]
L]
L]
Gray Value Thermmal T={ty )
Laser: L= {l;,,1;5,
Gay Ve G= {g;, 8 }
Py=1{gp Iy, w, by
AIMS Ath}:eJ’plt:lj;ha;e subset S (of the
Imagery Data a .
Future Deta set P;) of common charactenistics
Figure 1. The TMS Acquisition Concept
THE ESSENCE OF RASTER AND VECTOR DATA MODELS
Let us define a two-di 1 geographic space to be rep ted 1 patible form Let us call this space E.

Currently, there are two different models to express this space, the raster and the vector model The raster model 1s obtamed by
dividing the space E mto a fimte number of basic units. Each unit has a fimte area and simular shape to all the others We wall use the
term pixel to designate the basic umit in the raster space The vector model is obtained by dividing E nto an infimte number of area-
less and dumension-less umts We will call these basic umits geometric points.

Raster Vector
Finite Number of Pixels Infinite Number of Points

Figure 2 The Space E and 1ts Basic Units
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This pt can be extended to a three-di 1 space V, by dividing 1t in equal-size cubes (three-dimensional pixels)
for the raster model, and three-di 1 g 1c pomts for the vector model For simplicity the two d ional model will
be discussed here Figure 2 shows the space E and the basic units

Let us decrease the size of the pixels, as an example, by one-half of the origmal size In this case the number of pixels will
mcrease from n to 4n The result is shown in Figure 3.

Figure 3 The Space E and a Smaller Raster Ut
If we repeat this process many times, in the limit, the number of pixels i the space E will be infinite and the raster and the

vector model will be the same. Therefore,
Limit (Raster Model) = Vector Model @

n - «

THE FUNDAMENTAL RELATIONSHIP

From the above result, we can argue that, m the limut, the raster and vector models are the same as shown by expression (4),

and that raster and vector rep can be obtained from a sigle mathematical model. This global model is:
X=BUx, Y=BUy, (&)
where
BU = Distance 1, ©)

BU = Basic Linear Unit

Distance = 1 (for vector model)
Distance>1  (for raster model)

X = number of basic units in a primary direction (for example the X-axis)
y = number of basic umts m the other prnmary direction (for example the Y-axis)

_ Inthe vector domam, BU 1s equal to one. This is cquivalent to have a d on-less area-less geometric powmnt as the
fundamental primitive. In the raster domain BU 1s greater than one (we assign a fimte dimension to Distance). In this case the
fundamental primitive is the pixel of length equal to Distance and area equal to Distance®

As an example, Figure 4 shows the location of an arbitrary point A, for the case Distance = 10 umts (pixel length) Then, from

formula (5)
BU=10x1=10 (raster), BU=1 x1 =1 (vector)

t w1,

Figure 4 An Arbitrary Pont In the Space E.

157



If, 1n expression (6), x = 13 and y = 13 for the raster representation and x = 131 and y = 134 for the vector representation of point
A, then we have for the raster and vector spaces, respectively

X=10 13=130, Y=10 13=130 (raster), X=1 131=131, Y=1 134 =134 (vector)

Exp (6) will duce the »nal expr used m the raster and vector model by normalizing these equations

1

by BU. In that case,
X=x, Y=y,
and for Figure 4, we have.
X =13, Y =13 (raster), X=131, Y =134 (vector),
for the raster and vector cases, respectively

CARTESIAN DISTANCE, TRANSLATION, SCALING, AND ROTATION
The Cartesian distance between pomts A and B, shown m Figure 5, 1s given by,
dps =BU [ (%, - Xp)" + (7a - o)1 @)
A translation of the hne AB is given by

X,=BUx,+BU dx, Y,=BUy,+BU dy @®)
Xy =BUXy +BU dx, Y, =BUy,+BU dy

131

72

Figure 5. Distance AB

The scalmg of the lme AB by a factor S can be defined as follows,
dy=Sd,g )
and the coordinate values of the end points of the scaled line are given by

X,=S BUx,, Y,=S BUy, 10)
Xs=SBUX;, Yz=S BUy;

If we compute the coordinates of the line AB 1n a coordinate system rotated by an angle «, the resulting line 1s given by

X,=BUx,Cosa+BUy, Smea, Y,=BUy,Cosa- BUx, Sma an
X5 =BUxz Cosa+BUy Sma, Yp=BUyzCosa- BUxgSma

DESCRIBING FEATURES IN THE GLOBAL MODEL

In the previous sections we presented a global model that encompasses the geometric aspect of the traditional raster and
vector model The description provided by thts model is equivalent to the skeletal representation developed by Ramirez (1991)
for vector data. In order to provide a complete global model, three additional aspects need to be considered (1) a way to describe
features n the raster model, (2) graphuc variables (or graphic attnibutes) for raster and vector features, and (3) nongraphic
attributes We will discuss them next
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Description of Features m the Raster Model Traditionally, raster mages are composed of “dumb” pixels “Dumb” pixels
have no connectivity, or geometric or featurc-related information Each pixel carries only postional two-dimenstonal (1,J)
information and an attnbute Orthophotos are a typical example of “dumb” pixel images. They show the surface of a particular
area of the Earth 1 an orthogonal projection (distances and angles are equivalent to the one on the ground) They carry a large
amount of imphext mformation but ittle explicit mformation Ideally, we would like to have images with “smart” pixels “Snfart”
pixels of an image carry a large amount of explicit information (sumlar m some fashion to the mformation n the vector modél)
The concept of “smart” pixels wall be expanded n the following paragraphs

Freeman Code Layout

4|1 3|2
5101
6| 7| 8

Figure 6. Freeman Code.

A simple way to define lmear features m the raster model is usmg the Freeman code. The Freeman code carries connectivaty
and geometric mformation The skeletal representation of features 1 the raster model can be expressed by the Freeman code
Figure 6 illustrates the description of skeletal representation of features using the Freeman code

In order to relate the Freeman code with expressions (5) through (11), let us assume the center of each pxel as the orign In
that case, two different distances, as imdicated m Figure 7, for BU (see expression (5)) need to be considered The distance
between two pixels connected side by side 1s P. The distance between two pixels connected by a corner 1s equal to P (2)*

HxdLength®
gas
‘d.\

/

Figure 7 The Basic Distances mn a 2-D Pixel
Therefore, expression (6) can be rewnitten as'
BU =Prxel Length, or BU = Pixel Length (2)*%, (12)

and all the previous equations can be extended to express Freeman code relations For example, the Cartesian distance of the
raster skeletal representation AB of Figure 6 15 dg = 5P +2(2)"2P + 2P + (2)"?P + 2P + 3(2)"?P+ 2P = 19 46 P Thus distance is
computed by subdividing the lime 1nto 1ts seven straight segments, computmg the length (in pixels) of each one, and adding them

Expandng the Freeman Code  The traditional representations of features in raster images by Freeman codes, are still madequate,
by several factors of the equivalent vector representations Some of these factors (graphic variables or graphuc attributes, and
nongraphic atinibutes) were mentioned earlier. A factor not d yet, 1s the g 1cd of ¢ I raster

data (two-dumensional) as opposite to spatial vector data (three-dimensional) A simple solution to this problem 1s to extend

F) from two-d to three This can be accomplished as follows (see Figure 8)
The planar repr ion of the F code can be extended to a volumetric representation by considering the cube (mstead of
the square) as the fund I repr ional unit. In this particular case, a three-dimensional prxel will have twenty-six (and

only twenty-six) adjacent three-dimenstonal prxels These three-dunensional pixels are located at a level (Level 1) below the

pixel of mterest, ai the same level (Level 2) as the pixel of mterest, or at a level (Level 3) above the pixel of interest Figure 8
shows the basic umt (the three-dumensional pixel), the prxel of interest (pixel 10), the twenty-s1x adjacent pixels, and the three
levels and 1dentification number for each pixel
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Figure 8. 3-D Freeman Code

Use of the Three-Dimensional Freeman Code Spatial fe can be exp d by a three-d 1 F; code
Figure 9 illustrates one such feature. The darker blocks indicate the skeletal rep ion of the feature A-B The three-
dimenstonal Freeman code describing this feature 1s°

2519151515 151524 19 22151524 24
B

1

Figure 9. A 3-D Feature

The length of this feature is computed by adding the space d (Cartesian d ) of the different straight segments
This 1s phshed by expanding eq (3) to three d ions, as foll
dyp =BU[(x, - xa)z +(am o)+ (24 -2)]" (13)

The length of the feature AB of Figure 9 1s d,5 = 16 37 P (applymg expression (13)). Thus is the result of computing the
length of the eight straight segments of AB (in fu of P) and adding the results

For three-dimensional computations, an additional value for BU needs to be considered. Figure 10 llustrates this, where OV
1s the new value. Notice that OS, OE, and OV m:thus figure are one-half of the distances between the centers of the pixels

Graphic Attributes  As discussed by Ramirez (1991), the graphic characteristics of a feature m the vector model are
defined by Bertin's (1983) visual vanables: space dumensions (SD), size (SI), value (VA), patterning (PA), color (CO),
onentation (OR), and shape (SH) The space dumensions (X, Y, Z), the spatial locations of any geometric outhne (skeletal

1.

), are d by the g ic di ion of the previous sectiops.

{ 4
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0S = (1/2) p, OE = (122 p,
ov=@12)\3 p

Fagure 10. The Basic Distances m the 3-D Pixel

The variable size uses the change m the dimensions of a graphic sign to communicate a specific meanmg to 1t, for example,
the width of a line as shown by Figure 11-a The variable value expresses the different degrees of grays used m the
representation of a graphic sign Figure 11-b 1s an example The variable patterning represents the design or pattern used mn the
construction of a graphic sign. Line types, lme symbols, cross-hatching, and area patterning are examples of thus vaniable, its use
15 lllustrated in Figure 11-c The variable color represents the use of colors m graphic signs to attach a specific meaning to them.,
For example, n a map, the color blue is used to indicate water Figure 11-d shows the outline of three buildings with the words
red, blue, and green to mdicate the color of each one The variable orientation uscs the alignment of graphic point signs as a way
of ting a particular g to them, Figure 11-¢ illustrates this Fimally, the vanable shape uses the outline of a
graphic point sign to represent a specific feature as demonstrated m Figure 11-f

In the raster model only the vanables value or color are used to express the graphic charactenstics of pixels In the case that
the Freeman code is used to describe a feature, additional Bertin visual variables could be used, such as size, patterning, etc In
general, we can state that Bertin’s visual variables are enough to express the graphic attributes of features i the raster and vector
model, including those cases where the Freeman code is used

Figure 11 Bertm’s Visual Vanables

Nongraphic Attributes Nongraphic attributes are widely used in the vector model to carry additional mformation about the
geographic features represented Typical examples of nongraphic attributes are the Digital Line Graph (DLG) codes (major and
minors) used by the U S Geological Survey (USGS) Nongraphic attributes can be a combmation of text and numeric characters
In the case of the DLGs, for example, mostly numerical values are used The major code 50, for example, mdicates that the
ponding feature belongs to the hydrographic category

cor

In the raster model, in general, there are no nongraphic attributes at the indvidual pixel level In that case when the Freeman
code 15 used to describe a feature, nongraphic attributes sumular to the one for the vector model may exist
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THE CURRENT STRUCTURE OF VECTOR AND RASTER MODELS

In the previous sections we have argued that raster and vector data can be expressed by a single global model and have
proposed a framework that allows us to carry similar information for vector and raster ("smart" pixels) data On the other hand,
we recogmze that currently, raster and vector are dered different models and that software applications are developed for
only one model In the following paragraphs we will present a summary of the major characteristics of practical implementations
of the raster and vector data models today wm order to understand better how the global model could be used. Ths will be followed
by the outhine of the new geographic data model

Raster and vector files carry positional and graphic mformation differently In the raster model, positional values are carried
imphicitly and graphic values (usually Bertin's value or color only) are carried exphcitly for each BU From the viewpoint of the
files® structure, generally in the raster model, there 1s one or more computer record (header) carrymg common mformation for the

geographuc area rep d In these ds, at least the size of the BU and the extent of the area are defined Then, a value 1s
carried for each BU (ignoring m thus d any pt to compress the data) Data are stored by rows or columns (not by
feature).

In the vector model, positional values are carried explicitly by significant points Significant points are those positional
points needed to define a feature uniquely, for example, the end points of a straight lne, the center pont and two arc pomts (and a
direction convention) of an arc. Positional values may describe a complete feature, or different segments of a feature, depending
on the data orgamzation (spaghett: vs topology). Graphic values are carried per feature (not per BU) and, generally, there 1s a
header with common mformation.

For the vector model, nongraphic attributes are combmed with the positional, and the graphuc attnbutes, m some cases, or in
other cases may be combmed only with the graphic attributes, or they may be stored in a different file.

It 1s obvious that current raster files are unable to carry the wealth of mformation of images of the future. On the other hand,
vector files that have a less rigorous structure may be able to carry all type of additional mformation But, this will always require
the conversion of raster nformation nto vector. Either situation 1s not ideal. We want to be able to use all the informatton of the
mages of the future directly This is our motivation to present next the outline of a new geographic data model

THE OUTLINE OF A NEW GEOGRAPHIC DATA MODEL

It was mdicated earher that new mapping pts are 1 develop Ope of them, the TMS, at the Oluo State University
Center for Mappmg, will support real-tune acquisition of raster images. It was also pointed out that such a concept will integrate
many different sensors which provide additional information per pixel. It 1s expected that combimng these preces of mformation
will allow the user to develop specific signatures for the identification of terram features. All of thus will be done in a highly
automated fashion

B digital images will be acquired, and b each pixel of these images will have a large amount of new wnformation
(compared with current pixels), it makes sense to consider an alternative to conventional raster and vector data models The new
model must be raster based but 1t should have “smart” pixels “Smart” pixels are three-dimenstonal primitives which will allow
the user to perform, m raster images, sumlar pulations to those performed with current raster mages, plus those
mamipulation and queries performed with vector data. Ideally, this model should allow the generation of images with “dumb”

pixels only, “smart” pixels only, or with a combination of “dumb” and “smart” pixels.

The fundamental relationships for thrs model will be given by expresstons (5) and (6), ded to a three-di ional

space. The raster primitives will be pont, line, area, and volume. Their skeletal will be exp d by three-
dunensional Freeman codes (see Fi 1gu:e 12 for examples of some of these pnmmvcs) Graphic and nongraphic attributes will be
attached to them In thus fr: k, these pr will be used to generate more complex el ts. Terrain f¢ will be

described as a whole, or as a set of segments. The last description will allow topological structuring of features

In this model we can conceptualize each pixel as a cube carrying mformation about the surrounding pixels and about the

terramn 1t represents. Information will be spatial mformation 1 the form of spatial coord 1n a user d system,
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connectivity to other pixels. topologic relationships, graphic attributes, and nongraphic attributes.

B

Lo g

Line AB:291915151515152419 22151524 24

| HREE
A

C
AreaC:1515 151514121312 1312171717171811

Figure 12 Point, Line, and Area Basic Raster Prunitives

CONCLUSIONS
A conceptual framework to express raster and vector datasets has been presented This framework has been called a “global”
model and allows us to express locations and geometric relation in both raster and vector domain by a single set of expressions
From thss, a framework for a new raster data model with “smart” three-dimensional pixels has been proposed. Thus raster model
allows us to perform all current raster and vector manipulations and queries This new format will satisfy the requirement of the
mapping systems of the future

The 1deas presented here are bemg implemented at the Center for Mapping The new raster model 1s implemented as an
extension of the Center for Mappmng Database Form (Ramurez, at al., 1991), (Bidoshi, 1995)
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Abstract

We examine some benefits of using the medial axis as a centreline for rivers and
lakes. One obvious benefit, automatic centreline generation, has been used for
many years. We look at how the topological relationships between the medial axis
and the river banks or lake shores can provide extra network characteristics such
as river areas and opposite river banks. We also report on our experience at ap-
proximating the medial axis with a Voronoi diagram of point sites.

1 Introduction

Maps are rich in geometric structure. Adjacencies between features, containment
in regions, intersections of lines or regions, and relative orientations or proximi-
ties of features all contribute to the value of maps and map operations. For digital
maps, much of this structure is lost to computers; the visual cues that people use
{0 see the geometric structure are not available to a computer. Instead, we develop
algorithms for topology building, polygon containment, and polygon intersection
to capture this structure for map analysis by computers.

Structure, in particular locality and proximity, appears in various forms. Reg-
ular grids [21] and quad trees [12, 19] localise points into a small region of space.
The medial axis describes the “shape” of polygons in a variety of fields such as map
labelling [2], shape matching [13, 15], solid modelling [24], mesh generation [9],
and pocket machining [10]. Voronoi diagrams [3, 8] capture both the locality of
objects as well as their proximity to one another for applications such as identify-
ing polygon closures and line intersections while digitising from maps [7]. In this
paper, we focus on the medial axis.

Centrelines have been a standard tool of manual cartography for generalising
networks for many years. Digital cartography inherits centrelines for generalisa-
tion of river and road systems [14], for simplifying the analysis of these same sys-
tems, and for extracting linear features from raster models [17]. The medial axis
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is one method that practitioners have used to generate these centrelines automati-
cally.

The characteristics that make the medial axis a good choice for centrelines can
be taken one step further for river networks. An edge of ariver’s the medial axis is
the bisector of the two nearest river banks. Therefore, each medial edge identifies
a pair of river banks that are nearest to one another. This nearness relationship
allows us to

e associate opposite banks of a river.
e tie analysis on centreline networks to original river bank data.
e calculate surface areas for rivers and river segments.

e extend network orderings, such as the Strahler [22] or the Horton [11] orders
on river networks, to include lakes and wide rivers for cartographic gener-
alisation.

Although the medial axis is a well-defined structure, calculating the structure
in the presence of degeneracies can be difficult. Consequently, we use an approx-
imation to the medial axis in our experiments. The approximation is based on a
robust implementation of the Voronoi diagram for points.

In section 2 we describe our motivation for looking at centrelines of river net-
works. Section 3 provides some basic geometric definitions. Section 4 gives a few
more details on the benefits of the medial axis as a centreline. Finally, our approx-
imation to the medial axis.by a Voronoi diagram of points appears in section 5.

The work in this paper has been done in conjunction with Facet Decision Sys-
tems.

2 The Problem

River slope, shore length, and surface area are three characteristics that influence
the suitability of a river for salmon spawning. In digital maps, rivers appear as a
single-line or as a set of river banks. In the first case, river slope and shore length
come directly from the single-line rivers and a surface area estimate comes from
some nominal width for the river. In the second case, the river is defined implicitly
by its banks. We can compute slope and length for individual river banks, but there
is no correlation between opposite banks. As with single-line rivers, a nominal
width for the river generates an approximation to the surface area, but the approach
ignores the implicit information of the map, namely the delineation of the river
itself.

River centrelines lead to a better estimate of both length and area for wide rivers.
Centrelines are a common approach to converting hydrology networks into tree-
like river networks [14]. The length of the centreline averages-out the difference
in length of the two river banks as the river meanders. Moreover, a centreline with
flow-directed edges establishes upstream and downstream relationships between
tributaries on opposite sides of the rivers.
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The area of a wide river is a bit more elusive than the length. Although river
banks may be labelled as either a right or left bank, digital maps do not usually
encode which portion of a river bank is opposite another bank. Consequently, we
know where the river is, to the left or right of an edge, but we don’t know how wide
the river is. The key to getting a better area estimate beyond using a nominal river
width lies with finding the centrelines automatically and with making better use of
the rivers’ centrelines.

In our system, river centrelines are a subset of the medial axis of the river poly-
gons. Efficient algorithms [1, 6] can compute the medial axis of a river automati-
cally and generate river slopes and lengths. As a by-product of the algorithm, each
edge of the medial axis is tagged with the two closest river banks and each river
banks is tagged with its nearest medial edge. Consequently, given a point on ariver
bank, we can find the distance from this point to its nearest medial axis edge; this
distance is half of the river’s width at that point. Knowing the width of the river at
any point of our choosing allows us to make a better estimate of a river’s surface
area.

3 Definitions

The medial axis of a polygon [4, 18] con-
sists of the centre of all the circles contained
inside the polygon that touch two or more dif-
ferent polygon edges. Polygon vertices, where
two edges meet, are counted as a single edge.
For any such circle, its centre is equidistant to
the two edges that it touches and is therefore on
the bisector of the two edges (figure 1).

The Voronoi diagram [3, 16] of a set of point
sites is a partition of the plane into maximally-
connected regions in which all points share the
same nearest sites. Points that are equidistant
to two nearest sites form the boundaries of the polygp n (d,Otth) and two
partition’s cells. The cell boundaries, called Vorong?® ching circles.
edges, are bisectors between the closest sites. Points that are equidistant to three or
more nearest sites are called Voronoi vertices. In non-degenerate cases, the Voronoi
vertices are defined by three sites; if you join the three sites that define a Voronoi
vertex then you obtain a Delaunay triangle. The same definition of a Voronoi di-
agram holds when line segments, such as the edges of a polygon, or arcs are the
sites instead of points.

Figure 1: Medial axis of a

4 Medial Axis Benefits

The key aspect of the medial axis in Section 2 is the association between the edges
of the medial axis and the nearest banks of the river. This association provides
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more benefits than simply an estimate of river widths.

First, the association of the medial axis edges to their nearest river banks tie
future calculations on the centreline to original data elements. The river centrelines
replace the river banks in a network to give a single-line river network. Further
analysis, such as identifying drainage basins, locating fish spawning habitat, and
tracking the run-off of forest cut blocks, uses the single-line network. Attributes
of the medial axis edges from these operations are propagated to the appropriate
river banks. The single-line network allows for simpler network analysis without
sacrificing links to the river banks.

Second, the medial axis edges define opposite banks. Since a medial axis edge
is the bisector of its closest river banks, these two banks are, in effect, opposite one
another along the river. Attributes of opposite banks such as slope, elevation, soil
type, and vegetation type can then be compared, to detect either inconsistencies of
the data or anomalies in the environment.

(b) (c)

Figure 2: A river network with its Horton order (a) and the subnetworks
with Horton numbers greater than 1 (b) and 2 (c).

Third, the association extends network orderings to wide rivers and lakes for
cartographic generalisation. The medial axis or centrelines of rivers have long
been used to generalise rivers [14]. Network orders on single-line networks, such
as the Horton [11], Strahler [22], and Shreve [20] orders, extract the primary branches
of a river network for generalisation at large map scales. Figure 2 shows a sample
network with its Horton order and the result of selecting edges of only high order
from the network. These same orderings can be applied to networks that contain
lakes or river banks by treating the lakes and wide rivers as their medial axis; this
is not surprising. The original lake shore edges receive an order number from the
nearby medial edges. Selecting edges with high network orders will also extract
the lakes along the path. A minimum area for the lake is of added benefit at large
map scales.

The propagation of network orders to lake shores and river banks can take one
of two forms. Lake shores receive the network order of the nearest medial edge or
lake shores receive the network order of the highest medial edge in the lake. The
latter form treats a lake as a single unit to preserve the visual cues of lake extent
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and shape and is our preference for network simplifications. (Not all edges of a
centreline have the same network order number.)

5 Computation of the Medial Axis

The computation of the medial axis is well-studied in computational geometry.
Optimal algorithms [1, 6] have been published to compute the structure for simple
polygons. The medial axis is also a subset of the Voronoi diagram of the polygon’s
edge and, as such, algorithms that compute Voronoi diagrams [5, 16, 18, 25] are
applicable to finding the medial axis.

Unfortunately, few implementations for computing the medial axis of a poly-
gon available are robust. Although many Voronoi diagram algorithm implemen-
tations exist, most do not handle the “degeneracies” of lines that share common
endpoints, which arise when you try to compute the medial axis as a subset of a
Voronoi diagram. Consequently, we use a robust sweep algorithm for the Voronoi
diagram of point sites to approximate the medial axis of a polygon.

5.1 Maedial Axis Approximation

Given the polygonal contour of a river or lake, we discretise the boundary of the
river, compute the Voronoi diagram of these points, and approximate the medial
axis from the result. Theoretically, as more points are added to discretise the bound-
ary of the polygon, the Voronoi diagram inside the polygon converges to a superset
of the polygon’s medial axis. Computationally, adding more points to the boundary
adds degeneracies and increases the computation time. We need to strike a balance
between computation time and diagram fidelity.

(a) (c)
Figure 3: Delaunay triangles inside the polygon after (a) the initial point, (b)
one decomposition step, and (c) two decomposition steps.

Our solution adaptively discretises the river boundary and starts with the points
in the river bank’s polygonal lines (figure 3(a}). After computing the Voronoi dia-
gram of these points, we compare each Delaunay triangle of the Voronoi diagram
with the boundary of the river: if some river boundary cuts through any Delaunay
triangle then we split the edge at its midpoint, add the midpoint to the set of point
sites and recompute the Voronoti diagram (figure 3(b)). The result of these itera-
tions is a decomposition of the river’s interior into Delaunay triangles (figures 3(c)
and 4).
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We do not want the entire medial axis as the centreline of a river. We only want
those edges that lead to tributaries or that link tributaries; we consider the outflow
end of ariver to be a tributary. Consequently, we mark all of the Delaunay triangles
that have a tributary at one of its vertices and mark the Delaunay triangles inside
the river that form a path between the tributaries’ triangles.

There are two ways to approximate the medial axis from the marked triangu-
lation. The first uses the subset of the Voronoi diagram whose vertices correspond
to marked Delaunay triangles. If the initial discretisation of the river edges re-
sulted in a good triangulation and the points along an edge were far apart from
one another then this approximation can look like a zig-zag pattern rather than an
expected smooth centreline.

The second uses a representa-
tive pointinside each Delaunay tri- o oy {
angle and joins the points of adja- ... ., [ ¢
centmarked trianglesintopaths. Of . * i i
course, the result of this method de- i
pends on the choice of represen-
tative points. One possibility uses
the centroid of each triangle. Ifthe . - ..
base of the triangles alternates be- "
tween river banks and the triangles
have one side much smaller than
the other two sides, then the approx- i . | <
imation is jagged. Another possi- ‘ -
bility uses the midpoint of the line
between the middle of the shortest
triangle edge and its opposite triangle vertex as a representative point and produces
a much smoother effect for long and thin triangles. In both cases, the approxima-
tion has a tree structure and both the Voronoi edges and the Delaunay triangles
record the closest river bank edges.

The medial axis itself does not address the entire problem; the direction of wa-
ter flow along the medial axis edges has been ignored so far. A correct direction of
flow is important when you want to answer queries such as “What is the river area
upstream from a particular point?” or “If a particular tributary is polluted, what
(downstream) fish spawning habitats may be affected?”” In most cases for rivers,
the direction of flow for the medial axis edges matches either the flow direction of
a tributary at one end of the edge or the flow direction on the river banks that define
the medial edge. This does not apply to medial axis edges inside lakes since the
lake shore edges do not contain any flow. For lakes, a few simple topological rules
have been sufficient in our experiments:

Figure 4: Delaunay triangles inside of a lake.

¢ if anedge is adjacent to a tributary then the flow of the edge matches the flow
of the tributary.

o if the medial axis edges inside a lake meet at a node then there must always
be at least one edge that enters and at least one edge that leaves the node.
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We set the direction of flow on medial edges that lead directly to tributaries accord-
ing to the first rule before examining the inner edges of the medial axis.

5.2 Area Generation

As mentioned in Section 2, the area of ariver can be derived from the river’s length
and width. When Voronoi edges approximate the medial axis, width measurements
are the distance between Voronoi edges and river banks. When paths between De-
launay triangles approximate the medial axis, we obtain the area in a different man-
ner: assign the area of each Delaunay triangle to its representative point. Since the
Delaunay triangulation decomposes the interior of the river, the river area between
two points is the sum of the areas at the approximation’s nodes between the two
points.

Computing river area from Delaunay triangles has some drawbacks. Not ev-
ery Delaunay triangle has its representative point in the approximate medial axis
since the approximation only keeps the portions of the medial axis that link tribu-
taries. As seen in figure 5, the areas of some inlets and bays must be allocated to
a nearby representative points to preserve all of the feature’s area. The variation
in granularity of the triangle areas is another drawback. The area of a triangle in
ariver branch may be small while the area of a triangle at a river junction may be
large.

6 Sample Centrelines

Our data is supplied by the Canadian Department of Fisheries and Oceans and
Facet Decision Systems. It is a set of coded polygonal lines that outline terrain
features. We use the hydrological features: rivers, river banks, and lake shores.
The data is grouped in 1:20 000 scale map sheets with a 1 metre accuracy in the
zy-plane and a 5 metre accuracy in elevation. The data adheres to the 1:20 000
TRIM data standard of British Columbia [23]: rivers and river banks are digitised
in a downstream direction while lake shores are digitised in a clockwise direction.
Rivers whose width is less than 20 metres are digitised as the centreline of the river.
Rivers whose width exceeds 20 metres have their left and right banks digitised;
no association between opposite banks appears in the source data. Although the
polygonal lines are not guaranteed to appear in any particular order, the digitis-
ing standard mandates two characteristics: polygonal lines only meet at their end-
points, which are numerically identical.

Since the polygonal lines are unordered, we must build the topology of the data
before computing the medial axis of the features. Adjacent lines share numerically
identical endpoints so we place all the line endpoints into two-dimensional buck-
ets and then use matching points within each bucket to find adjoining edges. The
matched ends provide enough topology to trace the outline of lakes and rivers.

We have extracted the directed centrelines and areas of features in the moun-
tainous interior of British Columbia where lakes have few out-flowing rivers. In
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Figure 5: The area of inlets and bays must be assigned to
nearby medial edges or vertices.

the 500 lakes and rivers tested, the resulting water flow has been consistent with
the expected flow in all of the cases. In the majority of the cases, the lakes only had
one outlet and one inlet so deriving the direction of flow is simple. Other rivers or
lakes, as in figure 6, have a medial axis that branches more than off just one centre-
line where the outlets were grouped at one end of the lake. The grouping makes the
general water flow patterns simpler and more predictable than a lake with widely
distributed outlets.

Although we obtained area estimates for the lakes and rivers in the tested wa-
tersheds, the process was not without difficulties. While the data digitising stan-
dard seemed ideal for geometric computations, we still needed to find and remove
inconsistencies— primarily digitising errors: open polygons, miscoded edges, re-
versed edges, and missing edges.

Another difficulty, which we have not yet resolved, is the over-estimate of the
area caused by islands and sandbars. Sandbars appear along river banks and nar-
row the effective width of the river. Islands eliminate area from the river. We ex-
pect to handle sandbars by using a more liberal definition of a river bank. As for
islands, we can subtract their area from the rivers or lakes to which they belong, but
this solution is not very satisfactory; it does not give us an easy method for finding
the area of a river between two points on the river banks, and the automatically-
generated centrelines do not necessarily respect the land formations (figure 6).
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Figure 6: The medial axis of the boundary does not respect islands.
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VISUALIZING CARTOGRAPHIC GENERALIZATION
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ABSTRACT

Map generalization is a complicated and not well-understood process.
In order for users to go beyond the simple and arbitrary application of
generalization operators, and accompanying tolerance values, to features in
databases, visualization techniques must be designed to allow a better
understanding of the effects. Through such visualization users can quickly
understand, and adjust, their decisions. This paper proposes, given an existing
framework of the generalization process in both vector and raster mode, a series
of techniques for visualizing the outcome. Several graphic examples of such
techniques are provided.

INTRODUCTION

As evidenced by the growing literature and number of conferences on
the topic, interest in automated map generalization is rapidly growing. The
reason for this increased attention to map generalization is obvious: with well-
structured spatial databases now commonly available (such as TIGER), the
creation of multiple representations from these master databases, and more
complex types of spatial analyses, require sophisticated capability to generalize
these data. Complete automated generalization remains one of the major
unsolved problems in digital cartography and GIS.

Multiple operators for the generalization of digital databases have been
developed and fully tested in both a vector and raster format (Rieger and Coulson,
1993). The model detailed by McMaster and Shea (1992) establishes a

~classification of both vector-based (point, line, and area), and raster-based
(structural, numerical, numerical categorization, and categorical) operations.
Vector-based generalization includes operations such as simplification,
smoothing, enhancement, and displacement; sample raster operations include gap
bridge, erode smooth, and aggregation. Unfortunately, for both types of
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operations, methods currently do not exist for visualizing the results of the
generalization process. For instance, simplification involves filtering
unnecessary coordinate data from the line; yet the user, other than through rather
subjective visual comparisons and static geometric measures (McMaster, 1986),
does not have analytical or visual methods for ascertaining the effect, or quality,
of the simplification. In this paper methods are presented for visualizing the
effect of several generalization processes. For instance, a common generalization
practice would be the simultaneous application of simplification, smoothing,
and displacement operations to features (McMaster, 1989). However, different
algorithms and parameters might be applied to each feature with current
interactive software. To visualize these processes, one approach might alter the
hue of each feature with the operator, saturation with number of iterations, and
value with tolerance level. Features that are both significantly simplified (=blue)
and moderately smoothed (=red) would appear as a mixture of the colors, but
with a higher blue content. Multiple iterations of an operation (i.e. smoothing)
would increase (red) saturation. Other possible visual variables used to view
generalization include size (parameter level) and texture (operation).

VISUALIZING VECTOR-MODE GENERALIZATION

Several frameworks for the organization of vector-based generalization operations
have been presented. For this paper we will use the framework presented by
McMaster and Shea (1992), which identifies the fundamental operations of
simplification, smoothing, aggregation, amalgamation, merge, collapse,
refinement, typification, exaggeration, enhancement, and displacement. To
graphically understand the effects of a generalization process, a set of basic visual
techniques must be established. For this purpose, we turn to the work of Bertin
and the well-established visual variables. However, not all visual variables are
appropriate, and addition visual methods must be designed. This may be seen
more clearly with the operations of merge and simplification.

N — “'“’

Figure 1. Visualization of operation merge.
Merge and Simplification
For the generalization operation merge, one simple approach for

visualization involves creating a “millipede” graphic (Figure 1), where the legs
depict distance to the original two boundaries that have been fused together.
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Figure 2 depicts the potential use of value in visualizing the effect of a
simplification operation. Simplification is a basic data reduction technique,
and is often confused with the broader process of generalization. Simplification
algorithms do not modify, transform, or manipulate x-y coordinates, they simpy
eliminate those coordinates not considered critical for retaining the characteristic
shape of a feature. A visual technique, then, must impart the idea of information
loss.

Original Feature Simplification 1 Simplification 2

Figure 2. Use of value to depict increasing simplification

Here such visual variables such as size, value and saturation seem appropriate.
This illustration uses value, where, as coordinates are eliminated through the
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process of simplification, the line begins to “fade”, representing fewer
coordinates along the line. Other visual techniques might include depicting the
displacement vectors, or areas lost, through the application of a simplification
operation. Such a technique is illustrated on Figure 3.

Displacement Vectors Areal displacement

Figure 3. Visualization of displacement vectors and areal displacement
for the operation of simplification.

Amalgamation

A series of visual techniques for depicting the generalization operation of
amalgamation are also possible. Amalgamation involves the fusing together
of polygonal features--such as a series of lakes, islands, or even closely-related
forest stands--due to scale reduction. By fusing the features together, the
intervening feature space is lost. It is this change in the ratio of feature a to
feature b, as well as a sense of the original configuration of features, that is of
interest to the user. One potential technique (Figure 4) involves the creation of
a spider diagram that connects the multiple centroids of the original set of
polygonal features and the centroid of the newly generated amalgamated polygon,
thus illustrating the general complexity of the process. Another technique
involves the application of value, where those regions of the lost category are
emphasized, giving a sense of area change. Similar techniques could be applied
to the process of aggregation, where a series of point features are fused into an
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areal feature, normally represented by an enclosing boundary.

Amalgamation of
Polygons

Convex Hull and/or
Spider diagram

Value for
fused area

Figure 4. Visualization techniques for amalgamation
Smoothing

Possible techiques for the generalization operation of smoothing involve
display of both displacement, as with simplification using displacement vectors
and area, and changes in the angularity and curvilinearity of the feature. In this
case changes in the value (Figure 5) of a linear feature represent decreasing
angularity or curvilinearity. Another possible visual technique is to connect the
inflection points of the curve in order to give a sense of how rapidly the curve is
changing. Many short segments would indicate a more complicated line.
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Original Feature Smoothing 1 Smoothing 2

Figure 5. Techniques for visualizing angularity /curvilinearity
changes resulting from smoothing.

VISUALIZING RASTER-MODE GENERALIZATION

Raster-Mode Generalization

A model developed by McMaster and Monmonier (1989) identified four
basic classes of raster-mode generalization operators. The four fundamental
categories developed in this framework included: (1) structural, (2) numerical, (3)
numerical categorization, and (4) categorical generalization. Schylberg (1993)
modified this framework to include a category of object-based raster
generalization. A summary of these methods is provided in the original paper,
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and are outlined below.

The first category, structural generalization, redefines the framework of
the raster matrix, normally through a transformation of the cell-to-area
relationship. The second, numerical raster generalization, also known as spatial
filtering, manipulates the complexity of the image by smoothing deviations, or
reducing the variance of the matrix, enhancing edges, or sharpening edges, as
well as a variety of specific operations, such as those used to extract specific
terrain classes. The third, numerical categorization, involves the classification of
digital images using standard techniques from digital image processing in order
to produce a classified ‘categorical’ output matrix. In the last category, purely
categorical generalization techniques must reduce the spatial complexity through
the consideration of the number-or weighting of the attribute categories within
the moving kernel. Such methods are intrinsically more difficult since the
assignment of new values, based on nominal-level information, is a more
subjective process,

As with vector-mode operations, a series of techniques for visualizing
the effect of raster-mode generalization have been developed. For example, one
may superimpose a set of original grid lines on a structurally modified image to
display resolution change. For categorical generalization, one may use a
saturation mask in order to show the effects of aggregation or erode smoothing,
where the cells that have been modified are more saturated and those unchanged
are less.

Other visual techniques can be applied to visualize the effects of
generalization in raster mode. For instance, one common method used to
generalize raster images involves the aggregation of cells into larger units
(Figure 6). In this example each two x two matrix of cells is aggregated into
one larger cell. The three As and 1 B in the upper left portion of the matrix are
aggregated to an A in the generalized version. However, some of the new cells
are “stronger” than others in that the dominance of the original attributes varies.
In this example, the three As and one B represent a three-cell dominance. In the
upper right area of the image, a four-cell dominance of the original category D is
found. The integer dominance value can be represented with a value, texture, or
saturation in a third image design to visualize the strength in any cell. The
method here involves the use of value. The darker values represent those cells
where, in the original image, greater numbers of the dominant cell were found.
Such a technique would allow the user to differentiate those regions on the image
where large blocks of cells were relatively homogenious versus those regions
with a high spatial variance.

Additionally, by using only one image color could be effectively used

to display the original categories, with saturation or value applied to represent
the actual dominance value.
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2-cell dominance

3-cell dominance

. 4-cell dominance

Figure 6. Method for depicting quality of cell aggregation.

Another visual technique for the raster-mode process involves the
computation of a change matrix. In Figure 7 the right-hand land use / land
cover matrix has been generated from the left-hand matrix using a simple modal
filter. As a result of the application of the modal filter, a series of changes are
made to the cells. The lower-left matrix numerically depicts these results where,
for instance, in three instances category A was changed to category D. As with
the previous example, these numerical results can be converted to a visualization
where value is used to illustrate lower and higher changes.

A series of techniques may also be designed for numerical raster
generalization, such as image processing and terrain modeling. The result of any
generalization process on these data, such as low- and high-pass filtering, will be
a numerical difference between the old and new image. To visualize change, a
three-dimensional surface might be created and, due to the potential complexity,
smoothed. Of course a third matrix, using an appropriate visual technique, could
-also be created, as described above.

With the use of color, actual numerical differences between the new and
old cells could be displayed with value and the variance of the differences around
a cell could be represented with saturation. For terrain models, this would allow
for the display of changes in both elevation (value) and slope simultaneously.
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Figure 7. Method for visualizing category change on raster images.
SUMMARY

Research into automated generalization is now at a stage where, given recent
progress, we can look beyond the actual operations and begin to focus on the
resulting feature changes--the quality of the generalization. This will involve the
design and implementation of appropriate visualization techniques, the
integration of these techniques into existing interfaces for generalization, and
user testing. Although we propose a preliminary set of methods in this paper, a
more thorough set of techniques must be developed to cover all aspects of the
process. Our work includes this further development as well as the creation of a
conceptual framework for visualizing generalization based on existing
frameworks of the process.

Perhaps one of the more important questions involves user-interface
design. Several papers have reported on user interface design for generalization
(McMaster, 1995; McMaster and Chang, 1993; and McMaster and Mark, 1991),
but none have addressed the need for integrating visualization techniques. After
generalization, the user must be provided through the interface with multiple
options for viewing, and thus analyzing, the effect of the process. Given that
many interfaces for generalization are in the design stage, it is timely to consider

182



the integration of such visualization methods before such interface design is
finalized.
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This research establishes cartographic guidelines for mapping one specific
aspect of data quality, namely attribute accuracy. The guidelines were derived
through an empirical study in which test subjects simulated two different siting
decisions on a CRT: the location of a natural conservation park and the location
of an airport. Both siting tasks needed to incorporate the spatial distribution of
wetlands that were dominant in the selected study area. The main goal of the
experiment was to find out, if the correctness, the timing, and the confidence of
both siting decisions varied due to the inclusion of certainty information about
the wetlands locations, the number of classes for wetlands, and the graphical
treatment of certainty information about the wetlands locations.

This research continues the trend re-establishing empirical testing as a valid

_ paradigm for eliciting and formalizing cartographic design knowledge. The
symbolization schemes for attribute accuracy developed in this paper should be
incorporated as GIS graphical defaults in anticipation of digital datasets that
include data quality information. Such cartographic guidelines, if expressed in
the form of production rules, can also be implemented in expert systems for
cartographic design. Such expert systems currently lack formalized knowledge
about cartographic design principles, especially in the realm of symbolization.

INTRODUCTION

A major impediment to the development of a full-scale expert system in
cartographic design is the lack of formalized knowledge about cartographic
design principles (Buttenfield and Mark, 1991). Formalizing cartographic
design principles requires acquisition and re-expression in the form of semantic
nets, frames, production rules, or similar formalization methods. Techniques for
the acquisition of cartographic knowledge for automated map generalization
have been summarized by Weibel (1995). They include conventional
knowledge engineering through interviews and observation of practitioners on
the job or on artificial problems and reverse engineering, which tries to
recapitulate decisions made on published documents or maps. Unfortunately,
the techniques for cartographic knowledge acquisition have been discussed
almost exclusively on a theoretical level and to date, little empirical research has
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been conducted. One of the few empirical studies, applying reverse engineering,
was conducted by Leitner and Buttenfield (1995). They utilized a computer-
assisted inventory of the Austrian National Topographic Map Series in order to
reconstruct the decisions made by cartographers during map compilation. The
cartographic knowledge acquired in this study revealed quantitative relations
between map elements (e.g., settlement, transportation, and hydrography) and
the changes in these relations that occur with scale transition.

The lack of formalized cartographic knowledge is due to the fact that
formalization usually involves empirical research (e.g., interviews, text analysis,
inventory, etc.) that is in most cases very tedious and time-consuming.
Complicating this matter is the fact that some design variables, such as visual
balance and contrast, are by their very nature difficult to formalize. Textbooks
(e.g., Robinson et al., 1984; Dent, 1996) usually offer some guidelines for such
aesthetic issues, but these guidelines have not been expressed numerically nor
have they been stated in form of rules. Another fertile yet untapped area for
expert systems lies in the realm of symbolization. Expert systems have been
successfully developed for map production, especially for displacement of map
features and label placement of feature labels.

This paper reports on the elicitation of guidelines for mapping one specific
aspect of data quality, namely attribute accuracy. The guidelines are based on
empirical testing. This is the first time (to the knowledge of the authors), that
guidelines about the use of attribute accuracy in maps have been based on an
empirical investigation. Attribute accuracy as defined in the US Federal
Information Processing Standard (FIPS) 173 refers to discrepancies in
categorization or the probabilities of misclassification. Together with positional
accuracy, logical consistency, completeness and lineage, attribute accuracy
constitutes data quality (FGDC, 1992). In the context of this research attribute
accuracy is parameterized in the following way: An attribute is confirmed at a
given location by demonstrating that the same location is attributed identically in
a second independent data source of equal or better quality. For example, one
may be more certain of a location whose land cover is attributed to 'wetlands' by
two databases, than of a location attributed to 'wetlands' in one database, but not
in the other. Throughout this paper, attribute accuracy and attribute certainty
will be used interchangeably.

Guidelines for the visualization of data quality and of attribute accuracy in
specifically have been mainly discussed on a theoretical level. In many
instances, the starting point in such discussions is Bertin's six graphic variables
(Bertin, 1983) and how these variables (with possible additions or
modifications) might be logically matched with different components of data
quality (Buttenfield 1991, MacEachren 1992, van der Wel et al. 1994).
MacEachren (1992) for example states that Bertin's variables size and color
value are most appropriate for depicting uncertainty in numerical information,
while color hue, shape, and perhaps orientation can be used for uncertainty in
nominal information. Although not included in Bertin's original variables, color
saturation and 'focus' can also be used for depicting uncertainty. Saturation can
be varied from pure hues for very certain information to unsaturated (i.e., gray)
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hues for uncertain information. 'Focus' refers to the visual sharpness of a
symbol. Presenting data 'out of focus', or at lower spatial resolution, might be an
ideal way to depict uncertainty (MacEachren, 1992).

Van der Wel et al. (1994) present a framework for the visualization of
quality information in which they correlate graphic variables with data quality
components at different levels of measurement. According to this framework,
the graphic variables associated with attribute accuracy are color hue, size,
texture, value and color saturation. A similar framework was proposed by
Buttenfield (1991), in which the relationship between the quality components
and data types is established through differing graphic variables.

The above approaches for displaying data quality encode quality
information in an implicit manner (McGranaghan, 1993). In general, implicit
symbology for data quality uses graphic ambiguity to create visual and cognitive
ambiguity related to uncertainty in the data. Attribute ambiguity, for example,
could be encoded by symbols which blend or mask the character of attributes.
Fuzzy or indistinct symbols and animation are further approaches to create
graphical ambiguity (McGranaghan, 1993).

It can be anticipated that merging data with their quality information into
compound symbols (or what McGranaghan (1993) refers to as 'implicit
symbology') make maps more complex and difficult to read. This issue is
complicated by the fact that people are not used to having data quality
information incorporated in a map display. On the other hand, the addition of
interactivity, animation, and sound (Fischer 1994a, 1994b) opens up several
possibilities for providing attribute information without interfering with the
visibility of features that are present in the display (MacEachren, 1992). The
results of this research however indicate that attribute accuracy, if applied
appropriately can be embedded in maps without confusing map readers. It
would seem that map certainty information is understood as clarification rather
than adding complexity to a map display.

EXERIMENTAL DESIGN

The cartographic guidelines derived in this paper stem from an empirical
study that investigated the impact of attribute accuracy displays of wetland areas
on spatial decision support. During an experiment test subjects were asked to
site a park and subsequently an airport in an under-developed region. The
experiment was designed to observe how both decisions were made, in terms of
how often decisions were made correctly, how long the decisions took, and how
confident the subjects were about their siting choices. Multiple trials of the
experiment varied the inclusion/exclusion of certainty about wetlands locations,
the number of classes for wetlands (one or three), and the graphical treatment of
certainty (by value, saturation, or texture). In each trial, one of eight possible
test maps were randomly presented to each test subject.

The eight test maps differ in the depiction of wetland areas. The scale,
study area, and base map information remain the same. One test map (hereafter
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Map1) shows a single wetland class. Mapl can be characterized by low attribute
detail and no certainty information about wetland locations. Another test map
(hereafter Map3) depicts three different wetland classes (fresh water marsh, lake,
and lagoon). Compared with Map1, Map3 possesses more detail, but no
certainty information. The other six test maps display attribute certainty for
wetland locations in two classes (more certain and less certain). One pair
symbolizes certainty by varying texture (MapT and MapT1), a second pair varies
value (MapV and Map Vi) and a third pair varies saturation (MapS and MapSi).
MapT, MapV and MapS depict more cértainty by (respectively) darker value,
finer texture, and more saturated color. The subscript i indicates reversed
symbolization, with more certainty shown by (respectively) lighter value,
coarser texture, and more pastel color. Pairs of value and saturation were
determined by pre-tests. Texture pairs were drawn from Zirbel (1978).

The experiment was set up in MacroMediaDirector running on Power
Macintoshes 7100/80. Sixty-eight test subjects participated in the experiment
and their responses were collected on-the-fly. A detailed description of the
experiment, including the test maps can be found in Leitner and Buttenfield
(1996) and Leitner (1997).

SYMBOLIZATION SCHEMES FOR MOST CORRECT,
FASTEST AND MOST CONFIDENT SITING DECISIONS

The performance of many GIS applications for spatial decision support is
dependent on the correctness of the decision, the speed with which the decision
is made, and the confidence level after having made the decision.

The following discussion intends to establish empirical evidence
documenting graphical guidelines that may be incorporated as GIS system
defaults for mapping attribute accuracy. The first section discusses which visual
variable(s) shall be selected when the correctness of the siting decision is of
foremost importance. The following section suggests visualization guidelines
yielding the fastest siting decisions. The last section discusses symbolization
schemes that should be applied in order to achieve most confident siting
decisions. Since space is limited, only the results with respect to the park
location will be discussed in this paper. The results for the selection of the
airport location can be found in Leitner (1997).

Symbolization schemes for making correct siting decisions
The Friedman-Test was calculated between Map1 and Map3; between Map1 and
each of the six certainty maps (in pairs); between all six certainty maps (in
pairs); and between all six certainty maps at the same time. The results of the
Friedman-Test are shown in Table 1. When comparing pairs of certainty maps,
only the statistically significant results are shown in Table 1. The first value in
the 'mean rank' column refers to the first test map in the 'test maps' column, the
second value, to the second test map. A higher frequency of correct siting
decisions are indicated by a lower 'mean rank'.
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TEST MAPS MEAN RANK CHI-SQUARE D.F. SIGN.
Map; and Map, 1.54/1.46 0.8182 1 0.3657
Map; and Mapg 1.54/1.46 1.2857 1 02568
Map; and Mapg; 1.54/1.46 0.8182 1 0.3657
Map, and Mapy 1.4771.53 0.4000 1 05271
Map; and Mapy; 1.60/1.40 5.4444 1 0.0196
Mapj and Map 1.57/1.43 2.77178 1 0.0956
Map; and Map; 1.53/1.47 0.3333 1 05637
Mapy, and Mapv; 1.63/1.37 7.3636 1 0.0067
Mapg and Mapy 143/1.57 7.3636 1  0.0588
Mapg; and Mapy;; 1.54/1.46 3.0000 1 0.0833
Mapy, and Mapy 1.60/1.40 3.7692 1 0.0522
Mapy; and MapT;  1.43/1.57 3.5714 1 0.0588
All Certainty Maps * 12.5893 5  0.0275

The table entries show the results of the Friedman-Test. When two certainty
maps are compared, only statistically significant results are shown.

D.F. : degrees of freedom; SIGN.: level of significance

* The mean ranks are: Map y;=3.16; Mapy=3.32; Mapg;=3.46; Mapg=3.50;
Mapr;=3.60; Mapy=3.96

Table 1:

Correctness of Park Selections Compared
for Different Test Maps

Overall, the results show that an increase in attribute deta)'f translates into
more correct answers for the park selection. This is true whether the increase in
attribute detail relates to an increase in more attribute classes or to the addition
of certainty information. However, only MapVi yields statistically significant
improvement over Mapl at the 0.95 confidence interval. This is also true for
MapT, but at a lower confidence interval (0.9). The results of the Friedman-Test
for the category 'all certainty maps' (last line in Table 1) indicate statistically
significant differences for the number of correct siting choices between the six
certainty maps. The lowest mean rank among the certainty maps is yielded by
MapVi (3.16), the second lowest by MapT (3.32).

If more classes of attribute data are available, than they should be displayed
in the map. If attribute certainty information is available than it should be
included in the map. If the choices of depicting certainty information are by
saturation, value, or texture, than value should be selected. More certain
information should be visualized by lighter value. When value is not available,
texture should be applied, such as that more certain information should be
depicted with finer texture and less certain information with coarser texture.
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Source of Variation  Total Variation D.F. F SIGN.
Map | versus Map3 1053 1 4.638 0.035
Sequence 11011 3 16.167  0.000
Map | versus Mapg 390 1 1.483 0.228
Sequence 9044 3 11.475 0.000
Map, versus Mapg; 159 1 1.114 0.295
Sequence 8701 3 16.585 0.000
Map ; versus Mapy 57 1 0.193 0.662
Sequence 5476 3 6.186 0.001
Map, versus Mapy; 19 1 0.092 0.763
Sequence 7472 3 11.907  0.000
Map | versus Map 2 1 0.008 0.929
Sequence 10314 3 18.052 0.000
Map ; versus MapT;j 295 1 0.982 0.326
Sequence 10254 3 1138  0.000
Mapgq versus Mapg; 1135 1 5.012 0.029
Sequence 7523 3 11.069  0.000
Mapg; versus Map; 969 1 3.669  0.060
Sequence 8824 3 11.140  0.000
All Certainty Maps 2650 5 1.239 0.293
Sequence 18805 3 23.526  0.000

The table entries show the results of the ANOVA-Test. When two certainty
maps are compared, only statistically significant results are shown.

'Sequence' refers to the sequence of the test map in the experiment.

D.F. : degrees of freedom; SIGN.: level of significance of F-Statistic

Table 2:

Response-Times of Park Selections Compared
for Different Test Maps

This result appears to be counterintuitive at first, since darker value has
been repeatedly suggested for the depiction of more certain information because
it is perceived by map reader as being more prominent. Lighter value, on the
contrary, is perceived as being less prominent (MacEachren, 1992;
McGranaghan, 1993; van der Wel et al., 1994). It appears that this is true, if
certainty information is depicted on printed paper, where colors are perceived by
reflected light. On a CRT, however, where colors are perceived with emitted
light the results might be reversed. Such change in perception has been already
noted by Robinson et al. (1984).

189



Symbolization schemes for making fast siting decisions The
ANOVA test was calculated between test maps to explore response times for the
symbol schemes. Results are displayed in Table 2. An increase in map detail
has differing effects on response times. Response times increase significantly
when the number of attribute classes increase (comparing Map1 with Map3).
Test subjects seem to need more time to mentally process the additional attribute
classes. However, when the additional attribute classes include map certainty
information, response times are either the same as or shorter than the one-class
map. None of the differences in the response times between each certainty map
and the one-class map are statistically significant. It would seem that map
certainty information is understood as clarification rather than adding
complexity to a map display. This result reiterates the need for additional
testing.

Which symbolization scheme for the display of attribute certainty should be
chosen? The result of the ANOVA-Test for the category ‘all certainty maps'
shows that the response times for all six certainty maps are not significantly
different from each other. However, the results of the ANOVA-Test calculated
between MapS and MapSi, and between MapSi and MapTi are significantly
different. This suggests that either saturation or texture can be used to
symbolize certainty information when decisions must be made quickly. If the
symbol choice is saturation, then more pastel shades should be used to display
the more certain information.

Symbolization schemes for making confident siting
decisions Results of comparing subjects' confidence about their decisions are
shown in Table 3. No significant differences were found when comparing Map1
with Map 3, nor when comparing Map1 with any of the certainty symbolization
schemes. This implies that the decisions were made with confidence regardless
of introducing additional information (i.e., that it was an easy decision to make
in any case). However, comparisons between value and texture symbolization
schemes do show significant differences in subject confidence. Subjects are
overall more confident of decisions when certainty is symbolized by either
lighter or darker value, than when symbolized by texture.

SUMMARY

This research demonstrates that inclusion of attribute certainty on thematic
maps does modify spatial decision-making. Improvements in the number of
correct decisions were observed when attribute detail is increased, either by
additional classes or by including certainty information. Of the three tested
symbolization schemes, value and texture were shown to improve the frequency
of correct decisions. When correct decisions are the highest priority, lighter
values should symbolize more certain information. When value is not available
(if it has been used to symbolize other information on the map), finer texture
should be applied instead.
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TEST MAPS MEAN RANK CHI-SQUARE D.JF. SIGN.
Map ; and Mapy 1.56/1.44 0.8889 1 03456
Map | and Mapg 1.54/1.46 1.0000 1 03173
Map | and Mapsg; 1.50/1.50 0.0000 1 1.0000
Map; and Mapy, 1.54/1.46 1.2857 1 02568
Map and Map; 1.56/1.44 1.1429 1 0.2850
Map | and MapT 1.46/1.54. 0.8182 1 03657
Map j and MapT; 1.53/1.47 0.4000 1 05271
Mapy; and Map 1.41/1.59 3.0000 1 0.0833
Mapy; and Mapy  1.41/1.59 4.0000 1 0.0339
All Certainty Maps * 4.7036 5 04531

The table entries show the results of the Friedman-Test. When two certainty
maps are compared, only statistically significant results are shown.

D.F. : degrees of freedom; SIGN.: level of significance

* The mean ranks are: Map y;=3.31; Mapy=3.37; Map =3.38; Map ;=3.46;
Mapg;=3.65; Map1=3.84;

Table 3:

Confidence Level of Park Selections Compared
for Different Test Maps

The most interesting results in this research were discovered for subject
response times. One would expect that adding attribute information of any kind
should slow down subject response times. Adding attribute classes had exactly
this effect. However (and this is the interesting result) adding attribute certainty
did not increase response times. No significant differences in response times
were found in comparing one class maps with attribute certainty maps. This
finding implies that map readers do not assimilate attribute certainty in the same
way as they assimilate added map detail. Inclusion of certainty information
appears to clarify the map patterns without requiring additional time to reach a
decision. An experiment to observe response times for one-, two-, and three-
class maps would be one way to confirm these results. Fastest response times
were discovered for certainty maps showing saturation, thus if a fast decision is
the highest priority, attribute certainty should be symbolized by more pastel
colors.

Results indicate that symbolizing certainty by value gives subjects' greatest
confidence in their decisions, although the decision task in this experiment was
considered by subjects to be easy enough that high confidence was reported
regardless of the symbolization scheme. In conjunction with the other findings,
one can propose that attribute certainty can be symbolized most effectively using
lighter values for more certain information, to ensure that correct decisions will
be made more often. When value is not available, fine textures can show
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attribute certainty almost as effectively. If quick decisions must be made,
inclusion of attribute certainty will not impede response times, and use of
saturation may in fact improve response times.

As a final point, one might consider the importance of empirical testing to
establish guidelines for choosing effective map symbolization strategies. It is by
means of rigorous subject testing that principles for map design may be
formalized that were previously not known or not understood. In our work, the
determination that introduction of certainty information may reduce the time
required for spatial decision-making has been uncovered, and guidelines for
symbol selection can be proposed. Additional testing can refine the results, of
course. More important perhaps is the recognition that once the reasons for
selecting a symbolization strategy have been formalized (in terms of correct
decisions, or faster decisions), there are clear reasons for implementing such
strategies as graphic defaults in mapping packages and decision support systems.
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ABSTRACT

This paper explores the metaphor ‘screen objects are alive’ for the purpose
of zooming on geographic data at multiple levels of abstraction. In order to trace
objects through multiple levels of detail we need to determine the areas these
objects are associated to. This information is extracted from a partition tree. The
paper first explains how to derive this partition tree. Then we define different
lives of an object and show that they correspond to characteristic generalization
operators. Analyzing life spans of (geo)graphical objects on screens throughout
scale changes is crucial for the design of intelligent zooming mechanisms. It
allows for the design of databases that are able to support highly dynamic user
interaction in complex visualization tools.

1. MOTIVATION

Humans perceive, conceptualize and deal with the world at multiple levels
of detail (Marr 1982, Minsky 1985). The need for a multilevel and
multiperspective approach for geographic visualization is recognized in the
Geographic Information society (Buttenfield and Delotto, 1989; MacEachren
1995). However, solutions how to handle multiple levels of detail in data
structures or in user interface tasks like zooming are still missing. A good
metaphor facilitates to find structures and operations for multiple levels of detail.
This paper explores the metaphor ‘screen objects are alive’ for the purpose of
zooming on geographic data at multiple levels of abstraction.

The metaphor of life is a new metaphor for the operation of zooming. In the
metaphor ‘screen objects are alive’ we consider the dynamic process of zooming
the contents of a display. Objects are born when they are first represented on the
screen. They die when they disappear from the screen. These changes (being
born and dying) as well as other transformations occurring during scale change
have been called ‘catastrophic changes’ (Mueller, 1991).
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We assume that the database contains data in multiple levels of resolution.
When zooming in the object in focus appears on the screen, then grows larger
and larger, perhaps splits into several objects and finally is too large to be in
focus. Another smaller object, that was part of the original object, now becomes
the focus. In the other direction, zooming out, the object shrinks, becomes
smaller and smaller until it disappears. Our objects change on the screen because
we change their level of resolution when we zoom in and out.

In this paper we analyze how screen objects behave when zooming. We use
a scanned map series from former East Germany as test data. The representations
of the objects change with scale. In a GIS, there are other operations that can
cause screen objects to change, e.g., reselection of topic, temporal change, or
panning. In this work we are only concerned with the operation zooming, while
theme, time and space are fixed. This excludes specifically multi-topic zooming
from the scope of this paper (for works on thematic zooming see Volta 1992).
The area of space that is radially the farthest from the focus of the zoom
disappears when zooming in. This is, because we also consider the display
window to be fixed in its dimensions.

Analyzing life spans of (geo)graphical objects on screens throughout scale
changes is crucial for the design of intelligent zooming mechanisms (Bjorke and
Aasgard, 1990; Timpf, to appear; Timpf and Frank, 1995). It allows for the
design of databases that are able to support highly dynamic user interaction in
complex visualization tools (Goodchild 1990).

The remainder of this paper is organized as follows: section two explains
how we partition space to create objects and traces objects over three scales.
Section three presents the partition tree we use to store object changes. Section
four explains that metaphors help us in structuring and understanding our area of
research. It also examines the results of section three in the light of the metaphor
‘screen objects live’. Section five gives conclusions and proposes future work.

2. WHAT ARE OUR OBJECTS?

In this paper we analyze and describe objects that were captured from a
series of maps from prior East Germany. The maps have been scanned with non-
professional equipment and saved as TIF files. Our examples are drawn from the
areas of Alsleben/Saale and Berneburg/Saale. The map scales considered are
1:10 000, 1:25 000, 1:50 000, and 1:100 000. The last three were created with
the same symbolization scheme.

In this section, we assume that our screen objects show the same behavior
and structure as map objects. Although this is not a requirement of our model, it
is the only practicable way to observe objects over several scales. We first
explain how to subdivide map space and how to derive objects from that process.
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We then trace map objects over three scales and create their respective partition
trees.

2.1 Map space is a container

We regard map space as a container, that contains more containers. This
hierarchical arrangement of containers (Fig. 1) can be represented as a tree and
corresponds to the vertical zooming hierarchy.

7 %@
W @ &

Fig. 1: Hierarchy of containers

At each level of the tree the set of containers is a complete partitioning of
map space. One possibility for a complete partitioning of space is the subdivision
into administrative units. Administrative units are arbitrary partitions of space,
they do not reflect the underlying structure of space. From a visual point of view,
those lines that are black and broad give a first subdivision of space. Lagrange
(1994) and Bannert (Bannert, 1996) have proposed a division of space with the
help of the street network. This idea is taken up and extended here: We divide
space by the hydrographic network, the train network, and the street network.
We start with the network that is preserved the longest in each of the three
mentioned classes (Fig. 2). The density of the network grows with scale when
more rivers, railways, and streets are added to the existing network. The method
requires a consistent division of space over all scales. This means that the lower

levels need to be completely included in the higher levels. When using real maps
this often presents a problem.

YD, 7
ﬁz 22 Cf<D3

Region 1 Region 2 Region 3 partitiontree
Fig. 2: Networks for spatial subdivision

The space between the lines of either network is considered a container. In
the example (Fig. 2) we picked the same region in three different scales; the
scale grows from left to right. In this particular case only the street network
subdivides the space. Region 1 is a container that contains two areas A1 and B1.
Region 2 contains three areas A2, B2 and C2. Areas B2 and C2 in region 2
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correspond to area B1 in region 1. Region 3 contains four areas A3, B3, C3, and
D3. Areas C3 and D3 in region 3 correspond to area C2 in region 2. In this
example the partitions are consistent and can be represented by a tree (on the
right in Fig. 2).

2.2 Contents of a container on several levels

The containers as defined above can either contain another partition of
space based on the use of the area (e.g., industrial area), or objects like single
houses and symbols, or both. In the following example (Fig. 3 through 5) four
different areas have been identified. They are house block area, residential area,
garden area, and non-designated area. The last three can contain objects like
houses and symbols. Areas are determined either through a color change or
through an existing boundary, that is not a street. If an area contains a street that
divides the area into two or more separate areas, new containers are created. This
mea